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Abstract—Worldwide, road accidents are a significant issue,
primarily affecting Middle and Lower-Middle-Class countries,
where human errors are responsible for approximately 90% of
these accidents. This research focuses on training a lightweight
Mobilenet version 2 architecture variant known as Faster Object
More Object (FOMO) for truck driver monitoring system that
utilizes a camera to capture the driver unsafe driving behaviours
while driving. Mobilenet V2 model variant (FOMO) has been
trained and tested on a publicly available image driver dataset
from Kaggle and so far has recorded an accuracy of 91.4% and
has been embedded into ESP32 AI Thinker in form of Arduino
code.

Index Terms—Deep Learning, Distracted Driver, Computer
Vision, Tiny-ML.

I. INTRODUCTION

Distracted driving involves actions that take a driver’s atten-
tion away from the road, increasing the risk of accidents.
These distractions can be visual (e.g., using a mobile phone),
manual (e.g., handling a phone), or cognitive (e.g., chatting),
and they pose a heightened risk, including when conversing
with passengers [1].

Motivation: Global Road Accident Crisis: Road accidents
present a formidable worldwide challenge, with middle and
lower-middle-class nations bearing the brunt. Human errors
are the primary cause, contributing to roughly 90% of all road
incidents.

Alarming Fatality Rates: The World Health Organization
reports a staggering annual death toll of 1.35 million individ-
uals due to road accidents, translating to an average of 64 daily
fatalities worldwide.

Distracted Driving’s Impact: A substantial portion of these
accidents can be attributed to distracted driving, with activities
like eating, mobile phone use, or conversing with passengers
playing a significant role in these incidents.

Contribution: The primary contributions of this work in-
clude:

1) The primary achievement of this paper was using
lightweight Mobilenet V2 variant (FOMO) developed
by Edge Impulse to effectively learn distracted driving
behaviors, ultimately achieving a classification accuracy
that is in acceptable range (91.4%).

2) Another contribution of this work was conversion of
the trained FOMO model into Arduino Code and de-
ployment into ESP32 AI Thinker micro-controller using
Edge Impulse.

II. LITERATURE REVIEW

Authors in paper [2] developed deep CNN models for driver
distraction prediction.ResNet performed well, achieving 91%
accuracy.

Another study [3] used CNNs to detect early signs of
accidents due to driver stress, achieving 99% accuracy in just
four epochs.

In a separate paper [1], a CNN model detected driver
distractions. ResNet50 reached 94.50% accuracy, and Mo-
bileNetV2 achieved 98.12%, showing promise for real-time
systems [4] [5] [6].

III. METHODOLOGY

The methodology used in this research is shown in Fig.1
whereby distracted truck driver dataset from Kaggle is used
to train FOMO model.The ten classes to be predicted using
2100 input images (90% for training and 10% for validation
) are as follows: c0: safe driving, cl: texting - right hand, c2:
talking on the phone - right hand, c3: texting - left hand, c4:
talking on the phone - left hand, c5: operating the radio, c6:
drinking, c¢7: reaching behind, c8: hair and makeup, c9: talking
to a passenger.

TABLE I
COMPARISON OF FOMO MODEL WITH OTHER MODELS

Model Accuracy

ResNet [2] 91%

ResNet50 [1] 94.5%

VGG-16 [3] 99.00%

MobileNet V2 [1] 98.12%

FOMO model 91.4%

IV. RESULTS AND DISCUSSION

From Table I, it can be seen that FOMO recorded classi-
fication accuracy of 91.4%. Here, there is trade-off between
accuracy and portability of models. In terms of portability,
it outperformed the other models since it was succesfully
deployed into ESP 32 micro-controller.

In the same vein, Fig.3 depicts the confusion matrix result
of the FOMO after testing the trained model with test dataset.
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Fig. 3. Trained FOMO Model Converted to Arduino Code

V. CONCLUSION

The study successfully used FOMO to classify distracted
driver events, adapted the model to Arduino code, and de-
ployed it on an ESP32 AI Thinker with an onboard camera.
Future plans involve integrating IoT technology for enhanced
data visualization and analysis.
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