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Abstract

In this paper, we introduce the 'Harvest—-Or—Access' protocol which utilizes idle slots in slotted ALOHA operations
as opportunities for wireless energy transfer, thereby enhancing the efficiency of wireless spectrum resource
utilization [1]. To maximize system throughput for slotted ALOHA network with energy harvesting, we model the
system as a Markov decision process (MDP) from the hybrid access point (HAP) perspective. The decision process
for this problem considers an infinite time sequence (T — o), or infinite horizon problem. To solve this infinite
horizon problem, we use value iteration algorithms based on MDP. These provide an optimal control method for
slotted ALOHA. Numerical simulation results demonstrate the effectiveness of our proposed method.

I . Introduction

With the development of wireless communication
technology, radio frequency (RF) signals have become
ubiquitous. Wireless Powered Communication Network
(WPCN) system has received great attention as an
emerging network system capable of converting radio
frequency signals into direct current. WPCN includes
wireless energy transfer (WET) in the downlink and
wireless information transfer (WIT) in the uplink. As a
promising technology for future networks, extensive
studies have been introduced on the energy harvesting
networks [2]. To achieve maximum throughput of the
WPCN, we transform the problem of maximizing
throughput into the problem of maximizing the average
expected reward under the model of Markov decision
process (MDP). It is equivalent to the problem of finding
the optimal policy using the value iteration algorithm in
the infinite horizon problem. At the beginning of each
slot, the hybrid access point (HAP) broadcasts the
transmission probability obtained by the optimal policy,
which can effectively improve the throughput of the
system.

IO. Method

we assume that a HAP provides wireless network
services and energy to N nodes in a specific area. On
the HAP side, if no signal is detected at the beginning
of each slot, the HAP decides that the current slot is
idle and uses the remaining time of the idle slot for
power transfer. In this system, the HAP and the nodes
operate in half-duplex mode. Each fully charged node
performs the WIT process with probability p in each
slot, where the HAP broadcasts p at the beginning of
each slot for node’s use. Each node has the same
battery capacity, equal to the energy consumed to
transmit a packet. Once a node transmits a packet, it
shall wait Z idle slots on the average to get back into
contention. Considering a simple charging model, each
node can be fully charged with probability q = 1/Z. For
further discussion, we define the following probabilities:

p; = (If) (A —-p)XLi=0,..,K, (D

g = (N]_,K>qf(1—q)N‘K‘j,j=O,...,N—K, 2)
where A denots the number of active nodes who

already harvested energy and have packets to
transmit.



In traditional slotted ALOHA systems, where nodes
do not rely on energy harvesting, the optimal
probability of packet transmission to maximize
throughput is given by p =1/K where K represents
the number of nodes in the system that have packet to
transmit. On the other hand, the nodes of the slotted
ALOHA network with energy harvesting frequently
have no energy to transmit. Therefore, it is necessary
to re—find the optimal transmission probability to
maximize throughput. To focus on the effect of energy
harvesting at each node, we assume that the nodes
always have packets to transmit. Here we define the
nodes in the system which have harvested enough
energy and have packet to transmit as active node.
Consequently, we have the number of active nodes
equal to the number of fully charged nodes, denoted as
K. We describe the system state transition as an
Markov chain as shown in Fig. 1 where each state is
defined as the number of active nodes.
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Fig. 1. Discrete Markov—chain model for our system.

We apply an MDP at the HAP side to find the optimal
state dependent actions, where at each discrete
decision epoch, the decision maker chooses the action
broadcast based on the state. Here the state is the
number of currently active nodes denoted ass €S =
{0,1,2,...,N}, the action is the transmission probability
denoted as a € A={0,0.01, 0.02,...,1}, the transition
probabilities denoted as p(s’|s,a), and the reward
denoted as r(s,a) € {0,1}.

The Bellman optimality equation (BOE) describes the
optimal state values of the optimal policies as follows
v(s) = max Yam(al s)(Zr p(rils,a)r+yXy p(s'ls, a)v(s’)),
where y is the discount factor. If state value vy, (s) =
v, (5),Vs €S we say that policy m; is better than policy
m,. As the iteration g increases, if the convergence
condition is satisfied and a m*is better than all other
policies, then 7* is the optimal policy.

Algorithm 1 is a pseudocode display of this process.
Algorithm 1 Value Iteration Algorithm (Infinite Horizon)

Input: MDP: S, A, p(s' | s,a), p(r|s,a), ¥, T — o, €;
Output: 7*(s), s €S;

1: Initialize vo(s) =0

2: while converge == False do

3: forK=0; K=N;K++ do

" Ve (s) = maxg (L, p(r | 5,0)r+ Y50 p (5| 5,0) v (')
5: end for

6: if ||vy —ve—_1]| < €(1—7)/7 then

7: converge = True

8: end if

9: end while

—
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:forK=0; K=N; K++ do
m*(s) = argmax, (L, p(r | s,a@)r + YLy p(s' | 5,a) v (s'))
12: end for

—
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here £ =107° is the convergence related parameter.

With the wvalue iteration algorithm for the infinite
horizon problem, we obtain the optimal transmission
policy. Then, we bring this set of optimal transmission
probabilities to the proposed system.
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Fig. 2. Throughput over number of nodes (N).

Fig. 2 shows the variation of throughput over the
number of nodes N for the policy p = 1/K which is
optimal for the conventional ALOHA networks, and our
proposed optimal policy p*. As the number of nodes N
increases, the optimal policy obtained by MDP always
has a higher throughput than the conventional policy,
which indicates that the transmission probability we
obtained can effectively improve the throughput of the
system.

II. Conclusion

In this paper, we consider an optimal access control
algorithm in a slotted ALOHA network with energy
harvesting where the HAP makes the nodes transmit
packets using the transmission probability under the
optimal policy based on the number of active nodes.
Numerical results show that the proposed algorithm
improves the throughput of the system. In future work,
we consider incorporating the active node estimation
and introducing delay as a performance metric for
analysis.

ACKNOWLEDGMENT

This work was supported in part by the Institute of
Information and Communications Technology Planning
and Evaluation (IITP) Grant funded by the Korea
Government (MSIT, Development of Technology for
Securing and Supplying Radio Resources) under Grant
2021-0-00092.

REFERENCES

[1] Hyun-Ho, C, and Wonjae, S and Marco, L and H. Vincent
P. " Harvest-or—access: Slotted aloha for wireless
powered communication networks," in /EEE Transactions
on Vehicular Technology, vol. 68, no. 11, pp. 11394-
11398, Nov. 2019.

[2] Suzhi, B, Chin Keong, H, and Rui, Z. "Wireless powered
communication: Opportunities and challenges,” in /EEE
Communications Magazine, vol. 53, no. 4, pp. 117-125,
April 2015.



