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Abstract— This paper analyzes the period and autocorrelation 

properties of pseudo chaotic sequences generated using the Least 

Significant Bit (LSB) extension method for the digital 

implementation of chaotic systems. For the application of the LSB 

extension method, we consider Bernoulli maps, Tent maps, and 

Chebyshev maps. We employed 𝒎-sequences for LSB extension, 

and we confirmed that the resulting pseudo chaotic sequences 

have some periodic orbits due only to the period of the 𝒎-sequence 

and some ideal autocorrelation properties. 
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I. INTRODUCTION  

A chaotic map is a nonlinear function characterized by its 
sensitivity to initial values, where even slight differences in 
initial values can lead to completely distinct outcomes [1]. Due 
to this characteristic, it becomes possible to easily generate 
infinitely different sequences solely by varying the initial values.  

In conventional Direct Sequence Spread Spectrum (DSSS) 
systems, PN codes with fixed periods are used, limiting the size 
of the sequence set. In contrast, chaotic maps can generate an 
infinite number of non-periodic signals, depending on initial 
value differences. Therefore, the use of chaotic sequences in 
existing DSSS systems employing PN codes has been studied 
[2-4, 9].    

Implementing chaotic sequences in digital systems using 
fixed or floating-point arithmetic can lead to round-off and 
truncation errors [5-8].  Due to these issues, chaotic sequences 
generated with fixed or floating-point arithmetic tend to 
converge to arbitrary values or exhibit short periods. Recently, 
to address these digital implementation challenges and for 
cryptographic applications, the LSB extension method has been 
proposed [5-6]. These methods do not rely on fixed or floating-
point arithmetic, but instead use simple logical operations like 
AND, OR, NOT, and so on. This approach allows them to be 
free from rounding errors. The LSB extension method for  

Binary Shift Chaotic Maps (BSCMs) proposed in [5] can 
generate pseudo chaotic sequences and true periodic sequences 
using a Pseudo Random Number Generator (PRNG). The 
BSCM is defined as chaotic maps where multiplications are 
binary shift operations and do not have overflows during 
additions. We should note that the LSB extension method for 
this BSCM is also not a true chaotic sequence because it is an 
arithmetic in a digital implementation with finite precision. In 
[5-6], Bernoulli maps, Tent maps, and Baker's maps were 
considered as BSCMs, and using their conjugate functions, 
Chebyshev maps, logistic maps, and others were implemented.   

This paper analyzes the period and autocorrelation 
properties of pseudo chaotic sequences generated by Bernoulli 
maps, Tent maps, and Chebyshev maps based on the algorithm 
proposed in [5]. In Section II, a brief investigation of these maps 
and LSB extension method is conducted, and in Section III, the 
period and autocorrelation properties of the generated sequences 
are analyzed. Section IV concludes the paper with some 
concluding remarks. 

II. SOME BINARY SHIFT CHAOTIC MAPS AND LSB EXTENSION 

A. Binary Shift Chaotic Maps  

First, we will consider is the Bernoulli map 𝑆 ∶ [0,1) →
[0,1) is defined as follows : 

𝑆(𝑥) = 2𝑥  (mod 1) = {
2𝑥,           0 ≤ 𝑥 ≤ 1/2
2𝑥 − 1,   1/2 ≤ 𝑥 < 1

           (1) 

Note that the Bernoulli map 𝑆 involves only the operation of 
doubling 𝑥 , which can be described as discarding the most 
significant bit and performing a left shift operation by one 
position. In other words, 𝑆(. 𝑏1 𝑏2 𝑏3 ⋯ )2  =  (. 𝑏2 𝑏3 𝑏4 ⋯ )2. 

The second BSCM is the Tent map 𝑇 ∶ [0,1] → [0,1], and it 
is defined as follows : 

𝑇(𝑥) = {
2𝑥,               0 ≤ 𝑥 < 1/2

2(1 − 𝑥),    1/2 ≤ 𝑥 ≤ 1
                  (2) 



 

 

The implementation of Tent map is essentially the same as the 
Bernoulli map, with the only difference being the application of 
the operation (1 −  𝑥) in (2).  

Finally, we consider the Chebyshev map 𝑓 ∶ [−1,1] →
[−1,1] defined as follows :  

𝑓(𝑥) = 8𝑥4 − 8𝑥2 + 1                          (3) 

The operation of this map can be implemented by applying the 
twice iterated Bernoulli map 𝑆2 = 𝑆 ∘ 𝑆  and its conjugate 
function ℎ(𝑥) = cos (2𝜋𝑥) . A detailed explanation of the 
conjugacy map can be found in Chapter 4 in [5].  

B. LSB Extension Method 

The key idea of the LSB extension method is explained in 
Chapter 2 in [5]. In this approach, all operations are conducted 
on an 𝐿-bit memory unit representing the initial 𝐿 bits of binary 
numbers. When performing a 𝑘-bit left shift, the least significant 
k bits become zeros. In such cases, these zeros are replaced by 
random bits using a PRNG. All the BSCMs described in 
subsection A can be implemented by simply performing left shift 
operations and taking complements of the 𝐿 bits in the memory 
unit. The implementation algorithm for LSB extension of these 
BSCMs is detailed in [5-6].  

III. PERIOD AND AUTOCORRELATION PROPERTIES OF BSCMS 

In this paper, we consider output sequences of length 50,000 
obtained by applying LSB extension to each BSCM. The 
number of memory units for all experiments is set to 16. 
Therefore, since the output sequences are quantized between 0 
and 1 with a resolution of 216, each output value was mapped to 
the  216 -th root of unity for autocorrelation calculations. The 
autocorrelation calculation formula is as follows :  

𝑅(𝜏) = ∑ 𝑥(𝑖) ⋅ 𝑥∗(𝑖 − 𝜏)𝑁−1
𝑖=0 .                       (4) 

In this paper, we consider 𝑚-sequences generated by 16-bit 
and 32-bit LFSRs as the PRNGs used for LSB extension. 
Figures 1, 2, and 3 demonstrate the autocorrelation 
characteristics of output sequences generated through the LSB 
extension algorithm using Bernoulli maps, Tent maps, and 
Chebyshev maps as BSCMs, respectively. For all cases, the 
initial value of the LFSR set to have only the first bit as 1 and 
the rest as 0, while the initial values of the BSCMs fixed at 0.7. 
As can be seen in the figures, all three maps exhibit better 
autocorrelation characteristics when a 32-bit LFSR is applied.  

In this paper, we considered sequences of length 50,000. 
However, in fact, both the Bernoulli map and the Chebyshev 
map undergo simple left shift operations, so they have the same 
period as the used 𝑚-sequence. Therefore, when applying m-
sequences generated by a 16-bit and 32-bit LFSR for LSB 
extension, their respective periods become 216 − 1 and 232 − 1. 
On the other hand, the Tent map, in contrast, incorporates not 
only simple left shift operations but also a process of taking 
complements for 𝐿  bits. Therefore, its period becomes the 
product of the period of the 𝑚-sequence and the number of 
memory units. Considering 16-bit memory units, the period of 
the output sequences of the Tent map, when 𝑚 -sequences 
generated by 16-bit and 32-bit LFSRs are applied for LSB 
extension, becomes 216 ⋅ 16 and 232 ⋅ 16, respectively.  

   (a) Using a 16-bit LFSR                   (b) Using a 32-bit LFSR      

 

(a) Using a 16-bit LFSR                   (b) Using a 32-bit LFSR  

 

(a) Using a 16-bit LFSR                   (b) Using a 32-bit LFSR  

 

 

IV. CONCLUSION 

This paper analyzes the period and autocorrelation 
properties of pseudo chaotic sequences generated using the LSB 
extension method for the digital implementation of chaotic 
systems. We consider applying the LSB extension method to 
Bernoulli maps, Tent maps, and Chebyshev maps, using m-
sequences for LSB extension. As a result, it was observed that 
the Tent map exhibited the longer period and better 
autocorrelation properties compared to the Bernoulli map and 
Chebyshev map under the same experimental conditions.  
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Fig. 1. The autocorrelation of the output sequences of Bernoulli map 

Fig. 3.  The autocorrelation of the output sequences of Chebyshev map 

Fig. 2. The autocorrelation of the output sequences of Tent map 
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