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Abstract—Automatic emotion recognition is crucial for a wide
range of applications, including medical imaging, virtual reality,
and security. The best performance in face emotion identification
has yet to be reached despite new deep learning algorithms
generating great results. This paper proposes a deep learning
model for facial emotion recognition that combines mini Xception
modules and attention mechanisms with facial landmarks. The
model is further improved with multi-branch attention for
emotion classification The model is trained using the FER2013
benchmark dataset and achieves 53.58% classification accuracy.

Index Terms—Convolutional neural network (CNN), emotion
classification, facial landmarks

I. INTRODUCTION

Human emotions are the standard mode of human interac-
tion universally. It has been studied for years to develop robust
automatic emotion recognition systems. Emotion recognition
systems are used in various applications such as self-driving
monitoring, security systems, health care systems, entertain-
ment systems like gaming, etc. Emotion recognition has been
developed with consideration of different modalities such as
audio signals, biosignals and video streams [1]. To identify
any facial expression, facial landmarks help to describe various
human expressions. The facial landmarks are essential points
on the face, such as the eyes, nose, mouth, eyebrows and
jawline. Some primary emotions, such as happy, sad, neutral,
surprise, etc, are depicted by human faces with slight changes
in muscle movement. Hence, these changes can be captured
by facial landmarks to detect emotions in automatic systems.
Several methods fuse landmark information with image fea-
tures to improve detection, but it has yet to be studied in recent
years. Recent emotion recognition has been developed using
deep neural networks for the identification of complex human
expressions which are inaccurately identified by traditional
methods.

In this paper, we propose a deep neural network for clas-
sifying human emotions. The feature learning module, such
as Xception [2], learns both image and landmark features
for better classification of emotions. Since there exists the
dependence of some facial points on other emotions, the multi-
branch attention method is utilized to focus on essential points
of the face. These attention-based features help to improve the
emotion classification performance. The model is lightweight
due to depthwise convolution layers.

The rest of the paper is organized as follows: Section
II provides the related works on image classification. The
proposed models are explained in detail in Section II. Section
III provides the results of the experiments and their discussion.
Finally, we conclude in Section IV.

II. PROPOSED MODEL

Scaling the standard convolution layer could involve scaling
the width or depth of the network. Scaling either of them
could improve the accuracy or encounter a vanishing gradient
problem [3]. Compound model scaling allows scaling of
width, depth and image resolution of the network uniformly.
We propose a scalable model to avoid overfitting of the
model, which is encountered with scaling only one of the
parameters. The proposed model contains image and landmark
feature learning subnetworks. These subnetworks are mini
Xception modules that use depthwise separable convolutions
with skip connections. Batch normalization BN and the ReLU
activation function are applied after each convolution and
depthwise separable convolution layer SepConv. The mini
Xception modules contain depthwise convolutions, which are
not followed by pointwise convolutions. Each subnetwork is
given different inputs, i.e. image and landmark input. The
output from both feature learning subnetworks is further fed to
the attention module. The attention mechanism contains spatial
attention SA and channel attention CA in end-to-end design.
In spatial attention, the mean and standard deviation of input
are calculated, fed to the convolution layer to generate atten-
tion weights and multiplied with input. In channel attention,
the global average pool of the input is calculated. This is fed to
the convolution layer to get attention weights and multiplied
with input. All the outputs from attention are concatenated
and passed to multi-branch attention. Multi-branch attention
consists of convolution layers with different kernel sizes to
extract multiscale features under different receptive fields.
The different kernel sizes are 1 × 1, 3 × 3 and 5 × 5.
Each is followed by spatial and channel attention to learn
important presentations at higher levels of the network. The
residual structure with 1×1 convolution is utilized to enhance
multiscale depth. The width w and depth d of the whole
network are scaled uniformly. The output from multi-branch
attention is passed to a fully connected FC layer to classify the



Fig. 1. Proposed model for emotion recognition.

emotions. Fig. 1 provides the detailed structure of the proposed
model.

III. RESULTS AND DISCUSSION

A. Implementation Details

The proposed model was trained using the FER2013 [4]
dataset, which contains 28,709 training images and 7,178 test
images divided into seven emotion classes. The test data is
divided equally into two categories: test data and unseen data.
angry, disgust, fear, happy, sad, surprise and neutral are the
emotion classes. The images have been resized to 48 × 48
pixels in size. The model is trained using a batch size of 32
and epochs of 100. The model is optimized with the Adam
optimization technique with a learning rate of 10−3. The
learning rate is reduced every 10 epochs, and the best values
are saved based on loss values. The categorical cross-entropy
[5] loss is used as the loss function.

B. Discussion

The performance of the proposed model has been evaluated
with accuracy and a confusion matrix. It helps to understand
the significance of landmarks with a multi-branch attention
module. The landmarks are acquired using the dlib library,
which returns 68-point landmarks for each image in the
dataset. They are utilized to capture essential features for
emotion recognition. From the accuracy plot in Fig. 2, the
validation accuracy of the model achieved is around 53.58%.
The model achieves a similar test accuracy of around 53.10%.
The model [6] trained with images and landmarks and width
and depth values is 0.5 and has a lower accuracy of 50%
compared to the proposed model.

The utilization of spatial and channel attention helped
the model to focus on essential features that are needed
for emotion classification. As the compound model scaling
method scales the width and depth uniformly, it prevents the
model from overfitting the model. The labels of the confusion
matrix in Fig. 3 are as follows: angry: 0, disgust: 1, fear:
2, happy: 3, sad: 4, surprise: 5, and neutral: 6. The depth

Fig. 2. Accuracy of the proposed model.

and width values considered are 0.5 to reduce the model size.
According to the confusion matrix, the proposed model trained
with images and landmarks recognizes labels with significant
facial variations, such as happy and surprise. The happy labels
have the highest data; hence, it has better classification. It
slightly misclassifies with angry and disgust labels since they
exhibit similar facial movements. The model trained with both
images and landmarks has improved accuracy with both train
data and unseen data. From the confusion matrix, we notice
that the emotion labels with the most minor facial variations,
such as sad and neutral, are often confused due to similar
facial variations. Hence, landmarks help to detect the emotion
adequately. Also, the multi-branch attention captures features
at different receptive fields with essential representations,
which are helpful for understanding emotion representations.
Though the gap between validation accuracy and test (unseen
data) accuracy is small, the model still needs to improve its
accuracy.



Fig. 3. Confusion matrix of proposed model.

IV. CONCLUSION

This paper proposed a model consisting of subnetwork
feature learning of both images and landmarks. These sub-
networks are mini scalable Xception modules with attention
mechanisms. The model is improved with multi-branch at-
tention to capture multi-scale important features The model
utilizes landmarks and images to detect emotions. The model’s
classification accuracy on unseen data is improved, but it
requires further enhancement for increased generalizability. In
the future, it will be feasible to concentrate on particular areas
of the face to identify simple and complex emotions because
not all facial features are required for emotion recognition.
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