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Abstract— This study is a sentiment analysis of applying 

feature extraction method such as Term Frequency-Inverse 

Document Frequency (TF-IDF) and logistic Regression techniques 

on YouTube Video comments data of US. Although, movie makers 

may be able to predict how the public will respond to their once it 

has been published with the help of the comments that appear on 

YouTube, not exactly. Due to privacy concerns, YouTube has since 

December 14, 2021, stopped making some content statistics count 

such as the number of dislikes, publicly available. Indenting to 

assist them, we split movie comments into four popular movie 

genres: Entertainment, Business, Technology, Medical. Figure out 

the machine learning model that performs sentiment analysis the 

most effectively is an ongoing challenge. Each machine learning 

algorithm’s performance scores have been calculated. The 

accuracy of the six machine learning algorithms – Logistic 

Regression, Naïve Bayes, Light GBM, K-Nearest Neighbors, 

Random Forest, and XGBRF was 91.01%, 90.16%, 70.23%, 

63.18%, 52.58%, and 60.07%, respectively. The most accurate and 

well-fitted algorithm for predicting YouTube video comments in 

the US is the Logistic Regression model. Therefore, this system 

implements the TF-IDF feature extraction method with the 

combination of logistic regression method to explore the model 

performance. 
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I. RESEARCH METHODOLOGY 

The research methodology section mainly includes the 

following steps. 

A. Data Collection and Preparation 

The dataset YouTube Videos Comments US is obtained 

from Kaggle. It includes 65535 rows and 4 columns. These are 

divided into four categories with category Encoded 0 to 3 

respectively: Entertainment, Business, Technology, and 

Medical. The data must be translated using google translate 

afterwards because some comments are not in English language.  

B. Data Preprocessing 

Data preprocessing was done after the previous stage. The 

data preprocessing stage aims to reduce noisy data from 

comments by performing data cleaning, word tokenizing, 

lowercasing, stemming, lemmatization, punctuation mark 

removal, stop word removal, and normalization. Using the 

automatic labelling tool Valence Aware Dictionary and 

Sentiment Reasoner (VADER) for the three classes: positive, 

negative, and neutral. This stage’s last step involves labelling 

all of the US comment data. 

C. TF-IDF 

The term weighting process, also known as word weighting, 

is a technique used to express the significance of words in 

numerical numbers. It determines the contribution of a term to 

a document's class (Positive, Negative, and Neutral). The 

weighting value becomes more relevant for the classifier when 

assessing a term on a dataset with positive, negative, and neutral 

labels. In this study, the pre-processed data is converted into a 

vector of terms and count of terms using Scikit-learn's 

CountVectorizer. The TF-IDF score frequency assigns a word's 

importance based on its frequency. The Term Frequency (TF) 

of a term is the ratio of the number of times the term appears to 

the total number of words in the document. IDF is calculated 

the Logarithm of the number of the document in the dataset is 

divided by the number of documents in the dataset contain the 

term. TF-IDF is created by multiplying TF and IDF[3]. The 

values will be low for words that appear frequently. 

D. Logistic Regression 

After being vectorized, the data is divided into train and test 

sets before being classified using the Logistic Regression model. 

A supervised machine learning method for classification 

problems is logistic regression. Assisted machine learning 

algorithms are trained on labelled datasets and accuracy is 

measured using an answer key. The model's objective is to 

discover and approximation of a mapping function from input 

variables x1, x2, and xn to output variable (Y). Because the 

model predictions are continually evaluated and adjusted in 

accordance with the output values, the process is known as 

supervised learning. When employing the maximum likelihood 

technique, logistic regression produces the best predictions. A 

mathematical function called a sigmoid has the property of 

mapping every real value between - and + to a real value 

between 0 and 1. Therefore, we can classify something as 

belonging to the positive class if the sigmoid function's result is 

more than 0.5, and as belonging to the negative class if it is less 



than 0.5, and if it is equal to 0.5 then we can classify it as neutral 

class. Although informally we sometimes use the shorthand 

logistic regression even when we are talking about multiple 

classes, technically logistic regression refers to a classifier that 

classes an observation into one of two classes, and multinomial 

logistic regression is used when classifying into more than two 

classes [4]. 

II. SYSTEM DESIGN AND IMPLEMENTATION 

This section is clearly explained about the system design and 

implementation in Fig. 1. There are three main portions in this 

section which are sentiment analysis, preprocessing result, and 

visualization result. 

 

Fig. 1. System Design and Implementation 

A. Sentiment Analysis 

Sentiment analysis, also known as opinion mining, is used to 

gauge consumer opinion and assess patients' mental health 

based on social media posts [1]. It identifies patterns in data and 

categorizes it into positive, negative, and neutral categories. 

The analysis is conducted at document, sentence, and aspect 

levels, and text can be categorized based on polarity and 

subjectivity [1] [2]. The primary libraries used in this study are 

NLTK version 3.7 and Scikit-learn library 1.2.1, which can 

access modern classifiers with minimal configuration. The 

Logistic Regression model is used for sentiment analysis for 

three classes. 

B. Preprocessing Result 

The dataset for analyzing US YouTube comments includes 

six preparation stages, including case folding, punctuation 

removal, lowercase transformation, tokenization, stopword 

removal, stemming, and lemmatization. A google translation 

method translated into English is used to obtain a complete 

preprocessing dataset. The automated labelling program 

VADER uses three sentiment labels: Positive, Negative, and 

Neutral.  YouTube comments are divided into four categories, 

with categories Encoded value 0-3 shown in Fig. 2 using 

Mathplotlib library. TABLE I displays the result of text 

preprocessing including the transformation of categorial values 

to numerical value of category encoded data, cleaned data, and 

the value of subjectivity and polarity. 

 

Fig. 2. Categorizing the YouTube Comments 

C. Visualization Result 

Fig.4 demonstrates that the cleaned text data is visualized 

using word cloud by category. Word cloud is a data 

visualization technique used for representing text data in which 

the size of each word indicates its frequency or importance. 

Significant textual data points can be highlighted using a word 

cloud and to analyse the customer reviews/comments on 

YouTube Social Media Platform. TABLE II shows the weight 

of each word of the cleaned final preprocessing results 

calculated by using the TF-IDF method. Because it offers both 

the important in terms of word analysis. Then, by removing the 

terms that are less crucial for analysis, we may make the model-

building process simpler by reducing the dimension of the input 

data. [2] Additionally, the TF-IDF gives us an opportunity to 

quantify the relevance of each word in a document by 

associating it with a number. Consequently, documents 

containing similar, pertinent terms will have comparable 

vectors, which is what we need in a machine learning method. 

TABLE I.  PREPROCESSING RESULTS 

 

TABLE II.  TF-IDF VECTORIZING THE CLEANED TEXT  RESULT 

 

III. PERFORMANCE EVALUATION 

This section is carried out to evaluate the performance of 

the Multinomial Naïve Bayes classification model using the 

parameters of accuracy, precision, recall, F1 score, and support. 

Additionally, the accuracy completeness of the macro average 

and weighted average are evaluated performance metrics as 

well. These metrics are: True Positive (TP), True Negative 

(TN), False Positive (FP), and False Negative (FN). 

TABLE III.  PERFORMANCE TEST RESULT OF BUSINESS CATEGORY 

Business Category 

 Accuracy Precision Recall F1Score Support 

Scale 9:1 91.01% 89% 89% 89% 1811 

Scale 8:2 91.01% 89% 89% 89% 3571 

Scale 7:3 91.01% 88% 89% 88% 5333 

Scale 6:4 90% 88% 88% 88% 7139 

TABLE IV.  PERFORMANCE TEST RESULT OF ENTERTAINMENT CATEGORY 

Entertainment Category 

 Accuracy Precision Recall F1Score Support 

Scale 9:1 91.01% 93% 97% 95% 2410 

Scale 8:2 91.01% 93% 97% 95% 4758 

Scale 7:3 91.01% 92% 97% 95% 7219 

Scale 6:4 90% 91% 97% 94% 9569 



TABLE V.  PERFORMANCE TEST RESULT OF MEDICAL CATEGORY 

Medical Category 

 Accuracy Precision Recall F1Score Support 

Scale 9:1 91.01% 94% 82% 87% 680 

Scale 8:2 91.01% 93% 82% 87% 1409 

Scale 7:3 91.01% 94% 80% 87% 2044 

Scale 6:4 90% 93% 78% 85% 2853 

TABLE VI.  PERFORMANCE TEST RESULT OF TECHNOLOGY CATEGORY 

Technology Category 

 Accuracy Precision Recall F1Score Support 

Scale 9:1 91.01% 91% 89% 90% 1653 

Scale 8:2 91.01% 90% 89% 89% 3369 

Scale 7:3 91.01% 90% 88% 89% 5065 

Scale 6:4 90% 90% 87% 88% 6653 

According to the research finding in TABLE III, IV, V and 

VI, the Logistic Regression model's performance testing results 

show minimal prediction defects compared to those that 

performed well in line with the classification model. The 

model's accuracy levels were tested on scales of 9:1, 8:2, 7:3, 

and 6:4 data, with the highest accuracy, precision, recall, and 

F1 scores at these scales. The 9:1, 8:2, and 7:3 scales achieved 

the highest accuracy of 91.01%, with no change in accuracy. 

The 6:4 scale showed a slight decrease in accuracy to 90%. 

Precision, recall, and F1 scores have little changes. However, 

there was a significant change in support count depending on 

the occurrence of the class according to the ratio, suggesting 

that performance increases as the amount of data increases. This 

suggests that the model's performance improves with more data. 

 

Fig. 3. Sentiment Analysis Result for US YouTube Comments 

In addition, subjectivity and polarity values are also 

calculated for each sentiment result. In my research study, 

polarity is the output that occurs between [-1,1], where -1 

denotes negative sentiment, +1 denotes positive sentiment, and 

0 denotes neutral. Subjectivity is the output that is within the 

range [0,1] and pertains to subjective assessments. Subjectivity 

measures how much factual information and subjective opinion 

are present in the text. The content contains personal opinion 

rather than factual information due to the text's heightened 

subjectivity. The findings result from sentiment analysis of US-

based YouTube comments are displayed in Fig. 3: There are 

58.3% of neutral comments, 14.0% of negative comments, and 

27.7% of positive comments respectively. In TABLE VII, VIII, 

and IX, display the results of three classes: positive, negative, 

and neutral of YouTube sentiment comments with subjectivity, 

and polarity values. Fig. 4 shows the performance analysis 

results that were achieved after doing sentiment analysis on 

YouTube video comments using six machine learning models, 

in accordance with my research observation. The Logistic 

Regression Model is employed because it has the greatest 

accuracy value among the six machine learning models, and 

findings show that it generates accurate results. 

TABLE VII.  DISPLAYING THE POSITIVE COMMENTS 

 

TABLE VIII.  DISPLAYING THE NEGATIVE COMMENTS 

 

TABLE IX.  DISPLAYING THE NEUTRAL COMMENTS 

 

 

Fig. 4. Comparing the Accuracy Results of Six Machine Learning Model 

IV. CONCLUSIONS 

The authors discovered that certain comments on YouTube 

contain slang and misspellings, making them difficult to 

classify. The automated labeling process may produce 

inaccurate results due to the noise in the data. Despite these 

issues, the Logistic Regression model remains stable due to its 

best prediction. The model achieved the highest accuracy of 

91.01%. For those who want to analyze about YouTube, this 

research highlighted that the opinions of audience from the 

comments of those videos can be obtained by doing sentiment 

analysis for attributes such as dislike that don’t show a statistic 

count to public.  
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