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General Information

The International Conference on Maritime IT Convergence (ICMIC) aims to promote convergence activities of maritime, terrestrial 
and aerial communications as well as related advanced wireless communications. Recognizing that maritime communications will 
usually involve ship-to-ship and ship-to-shore communication, maritime ICT technologies will bring some mature but still evolving 
terrestrial wired/wireless communication technologies to its own use for future smart maritime communications. More specifically, 
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invited special sessions and technical paper sessions. You are invited to submit papers in all areas of maritime communications, 
applications for ICT convergence, technologies, or advanced future communications.
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Greetings

Message from the General Co-Chair of ICMIC 2023
First and foremost, I extend my sincere gratitude to all of you for participating in ICMIC 2023. This is the 2nd international conference 
held this year, following the successful event last year. It holds great significance as it focuses on maritime IT convergence and 
aims to introduce and share the latest technologies in the related IT field.

During the conference, a total of about 80 papers will be presented, accompanied by keynote speeches delivered by three 
distinguished foreign experts in both on-site and virtual sessions.

ICMIC 2023 is a dynamic international conference organized collaboratively by the Busan, Ulsan, and Gyeongnam Branches of The 
Korean Institute of Communications and Information Sciences (KICS), the largest academic institute in the field of ICT in Korea.

The successful hosting of ICMIC 2023 was made possible by the active cooperation of KIOST (Korea Institute of Ocean Science & 
Technology), LG Uplus, JY SYSTEM, MET-SOLUTIONS, and AURI (Korea Association of University, Research Institute, and Industry).

Furthermore, we are committed to elevating ICMIC to an even higher level, and we hope that all participants in this event will 
continue to collaborate and contribute to its development.

Over the course of three days, from August 23rd (Wed) to August 25th (Fri), we gather in Jeju, the beautiful city of dreams. I wish you 
all fruitful discussions, achievements, and opportunities to rejuvenate.

Warm regards,

General Co-chair of ICMIC 2023

Prof. Dong Myung Lee

Message from the Organizing Committee Chairs of ICMIC 2023
Dear members of The Korean Institute of Communications and Information Sciences (KICS) and participants of the ICMIC 2023.

ICMIC 2023 will be held in August, in the Jeju Island. The event will be on/off hybrid. This event is undoubtedly the most promising 
conference in the field of convergence of maritime, terrestrial and aerial communications. The keynote speeches by Prof. Chao 
Zhang from School of Aerospace Engineering, Tsinghua University, Beijing, China, Prof. Murat Yuksel from University of Central 
Florida, USA,  and Prof. Rafael Pérez-Jiménez from University of Las Palmas de Gran Canaria, Spain are prepared along with 
various oral and poster presentations.

The Shilla Stay in Jeju Island seems to be a perfect place for participants to comfortably enjoy offline events and relaxation. It is 
expected that many professionals in related fields will be able to exchange ideas and collaborate through the event.

Lastly, we would like to thank the organizing committees and staffs for the generous support. We would like to ask many of you to 
participate online/offline, and wish everyone good health and well-being.

Sincerely,

ICMIC Organizing Committee Chairs of ICMIC 2023
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Abstract—In this work, we first analyze a communication per-
formance in underwater optical wireless communication (UOWC)
between a transmit node fixed to the seabed (e.g., underwater
sensor) and a receive node moving on sea surface (i.e., ship,
unmanned surface vehicle). Based on the performance analysis,
we then propose a two-phase deep reinforcement learning based
algorithm which jointly optimize beam orientation angle and
beam divergence angle at the transmit node to establish a reliable
UOWC link. The proposed algorithm maximizes instantaneous
signal-to-noise ratio by minimizing the beam divergence angle
while maintaining the angle difference (i.e., inclination angle)
between the selected beam orientation and the actual orientation
between the transmit node and receive node below 2 ◦.

Index Terms—Deep reinforcement learning, underwater op-
tical wireless communication, beam divergence angle, beam
orientation angle

I. INTRODUCTION

Underwater optical wireless communication (UOWC) has
gained significant attention in recent years due to its potential
for high-speed data transmission, wide bandwidth, and low
latency in underwater environment. However, UOWC faces
several performance degradation challenges caused by various
factors such as absorption, scattering, attenuation, fading, and
misalignment. These challenges arise due to the harsh under-
water environment, including waves, turbidity, and turbulence
[1]. To address these challenges and improve the reliability
of UOWC system, researchers have been exploring various
solutions [2], [3]. In this paper, we propose a two-phase deep
reinforcement learning-based algorithm for jointly controlling
the beam orientation angle and beam divergence angle in
UOWC system. The primary objective of this algorithm is to
reduce the probability of disconnection between the transmit
node and receive node by mitigating misalignment issues.

II. SYSTEM MODEL

In this work, we focus on a laser-based UOWC link that
comprises a transmit node, which serves as an underwater
sensor, and a receive node, which can be a ship or an un-
manned surface vehicle floating above sea level. As illustrated
in Fig. 1, transmit node is fixed in position on the seabed and
is responsible for measuring various underwater environmental

Fig. 1: UOWC system model

data. Whereas, the receive node is mobile and its target loca-
tion (i.e., a location where the underwater sensor is installed
vertically) is determined based on global positioning system
(GPS) information. Despite of determined location, the receive
node can irregularly move or shake due to various external
factors such as wave and turbulence in the ocean.

In the considered UOWC environment, a beam orientation
angle and an actual orientation angle can be expressed as
azimuth angle (i.e., θAS

and θAR
) and elevation angle (i.e.,

θES
and θER

), and the correlation with three-dimensional
location coordinates is as follow:

θA = tan−1(
y

x
), (1)

θE = tan−1(

√
x2 + y2

z
), (2)

If we know the location of the sea level where the optical
beam reaches and the location of the receive node, the linear
distance (i.e., DS and DR) and horizontal distance difference
DE can be calculated based on the sea level coordinates as
follows:

DS =
√
x2
S + y2S + z2, (3)

DR =
√
x2
R + y2R + z2, (4)

DE =
√
(xS − xR)2 + (yS − yR)2. (5)

In addition, the inclination angle θ0 between the beam
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orientation angle and the actual orientation angle is determined
by the linear distance and the horizontal distance difference
as follows:

θ0 = cos−1(
D2

R +D2
S +D2

E

2DRDS
). (6)

In an UOWC environment, the signal-to-noise-ratio (SNR)
of communication link can be calculated as shown in the
following equation:

SNR =
IP
IN

, (7)

where IN is the noise current that defined as the summation
of the thermal noise, shot noise, and dark current noise [4]
and IP is the received optical current that calculated by the
performance of photodiode and received power, of which the
received power can be obtained as follows:

PR = PT ηT ηRPLGL, (8)

where PT is the transmission power, ηT and ηR are transmis-
sion and receive efficiency, respectively, PL is the propagation
loss, and GL is the geometric loss. The propagation loss of an
optical signal in the underwater environment can be calculated
as follows:

PL = exp

{
c (λ)

DS

cos (θ0)

}
, (9)

where c(λ) is the attenuation coefficient. The geometric loss
of underwater optical signal can be calculated as follows:

GL =

{
αcos(θ)

2πD2
S [1−cos(θ0)]

, θ0 ⩽ θ

0, otherwise ,
(10)

where α is aperture area of optical modem and θ is beam
divergence angle. According to the above equation, GL can
be obtained only when the beam divergence angle of transmit
node is greater than inclination angle. Accordingly, in order
to succeed in data transmission, the receive node must be
located within the beam range. Therefore, the transmit node
needs to minimize the inclination angle by adjusting the beam
orientation angle according to the location of the receive
node and maintain the beam divergence angle larger than the
inclination angle. To this end, we proposed a two-phase deep
reinforcement learning algorithm for determining the beam
orientation angle and beam divergence angle of the transmit
node.

III. SIMULATION RESULT

To analyze the performance of the proposed algorithm,
we performed the simulation by utilizing GPS data from the
unmanned surface vehicle (USV) floating at sea level as the
location data of receive node.

Fig. 2 (a) shows the learning result of the outer agent that
controls the beam orientation angle by learning the location
of the receive node. As a result, the average angle difference
between the azimuth angle and elevation angle are 0.94 ◦

and 0.36 ◦. Accordingly, the angle difference (i.e., inclination
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(a) Outer agent simulation result
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Fig. 2: Performance of proposed algorithm.

angle) is maintained below 2 ◦. In Fig. 2 (b), the inner agent
maintains the beam divergence angle larger than the inclination
angle to prevent the link disconnection, and as a result, a
reliable UOWC link without link disconnection is established.
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Fig. 3: Receive node location tracking result

Finally, Fig. 3 shows the movement path of the receive node
and the movement path of the optical beam according to the
orientation angle selected by the proposed algorithm.
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Abstract—In this study, we compared the environmental 
radiation measurements on-land and underwater using our 
developed waterproof environmental gamma-ray detection 
system. The system incorporates an aluminum case and O-rings 
for the waterproof design of the NaI(Tl) scintillation detector 
from Ortec. Additionally, the communication method has been 
improved by changing to Ethernet-based USB communication, 
enhancing the communication distance capability. The 
experiments involved bundling three radioactive sources (Cs-
137, Ba-133, and Co-60) and comparing the measured values at 
natural state (background) and distances of 25, 50, 75, and 100 
cm both on land and underwater. The results revealed that all 
three radiation sources could be simultaneously measured. As 
the distance increased, the measured values decreased due to 
attenuation by water. Moreover, the measured values in the 
underwater environment were consistently lower compared to 
the values measured in the land environment at the same 
distance because of the higher attenuation by water. Based on 
these updated findings, this study contributes to a better 
understanding of radiation measurements in different 
environments, highlighting the importance of considering 
distance-dependent attenuation effects in both land and 
underwater radiation measurements. 

Keywords—underwater environmental radiation monitoring, 
waterproof case design, NaI(Tl) scintillation detector 

I. INTRODUCTION 
Radiation measurement plays a crucial role in various 

fields, including environmental monitoring, nuclear power 
plants, and radiation therapy. The accurate assessment of 
radiation levels in different environments, such as land and 
underwater, is essential for understanding the potential risks 
and developing appropriate safety measures[1]. In this study, 
we aim to compare radiation measurements between land and 
underwater environments using a waterproof environmental 
radiation detection system.  

To provide a comprehensive analysis, we conducted 
experiments using three radiation sources: Cs-137, Ba-133, 
and Co-60. The measurements were performed at various 
distances (25, 50, 75, and 100 cm) from the radiation sources. 
Also, we measured the background spectra without any 
radiation sources. It was confirmed that the damping effect 
occurred by comparing the values measured in the land and 
underwater environments.  

II. METHOD 
The waterproof radiation detection system used in this 

study consisted of the following components shown in Fig. 1, 

• ORTEC 905-4 NaI(Tl) Scintillation Detector [2]: The 
scintillation detector served as the primary sensor for 
radiation measurement. It was connected to a data 

acquisition system on the ground for signal processing 
and data recording. 

• Waterproof Case and O-ring Seal: To ensure the 
system's integrity underwater, a custom-designed 
waterproof case with an O-ring seal was used to protect 
the detector from water ingress.USB over IP and POE 
Splitter: These devices enabled power supply and 
Ethernet communication for the system, allowing 
remote control and data transmission. 

 
Fig. 1 Diagram of underwater radiation measurement system 

Fig.2 shows the composition and arrangement of each 
element in the waterproof case. 

 
Fig. 2 System Configuration 

 

III. RESULTS 
The experimental setup involved measuring the radiation 

sources in both land and underwater environments. The 
radioactive sources (Cs-137, Ba-133, and Co-60) were 
bundled together and placed at a fixed distance from the 
detector. The measurements were performed at the 
background (natural state) without three radioactive sources, 
and then measured at the distances of 25, 50, 75, and 100 cm 
from three radioactive sources. The measurement duration for 
each distance was set to 10 minutes.  

3 ICMIC 2023



 
Fig. 3 Experimental setup for environmental radiation measurement from 
three radioactive sources at a distance of 25 cm 

For example, Fig. 3 shows the experimental setup of three 
radioactive sources assembled and fixed at 25 cm away from 
the underwater radiation detector. The ground environment 
was measured in an empty water tank, and the underwater 
measurement was conducted after filling water up to a depth 
of 1 m in the same water tank. To maintain the same 
measurement conditions, the detector was placed in a 
waterproof case when measuring in land environment. The 
voltage bias (V_bias) is set to 830V for all measurements. 

The acquired data were analyzed to compare the measured 
radiation levels measured in land and underwater 
environments. Fig. 4 compared the radiation measurements in 
land and underwater environments. The results indicate that 
all three radioactive sources could be simultaneously 
measured using the underwater environmental radiation 
detection system. As the distance increased, the measured 
radiation levels decreased in land and underwater 
environments. However, it was observed that the attenuation 
effect was more prominent in the underwater environment. At 
the same distance, the radiation levels measured underwater 
were consistently lower compared to the land measurements. 
This discrepancy can be attributed to the different densities of 
air and water, which results in higher attenuation of radiation 
underwater. 

IV. CONCLUSION 
The findings of this study demonstrate the importance of 

considering the environmental conditions and distance-
dependent attenuation effects when performing radiation 
measurements. Computerized analysis is needed to determine 
the attenuation of the radiation dose in the environment. The 
results clearly indicate that the underwater environment poses 
additional challenges in accurately assessing radiation levels. 
The higher attenuation observed underwater suggests that 
special consideration is required when evaluating radiation 
risks in underwater settings. The developed waterproof 
radiation detection system proved to be effective in both land 
and underwater environments, providing reliable 
measurements under challenging conditions. In conclusion, 
this study contributes to a better understanding of radiation 
measurements in different environments, highlighting the 
significance of distance-dependent attenuation effects.  

Further research includes the study of attenuation 
according to density and the development of equipment 
capable of measuring radiation dose at various depths. 
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• Underwater (Vbias = 830 V) : 10 min simultaneous acquisition with three radioactive source

• Ground (Vbias = 830 V) : 10 min simultaneous acquisition with three radioactive source

Fig. 4 Measured ground and underwater radiation spectra at different distances 
 

4



A Study on the Analysis of Micro-Doppler
Signature for Human Gait Parameters Estimation

Min Kim
Maritime ICT & Mobility Research

KIOST
Busan, South Korea
skymin@kiost.ac.kr

Seungjae Baek
Maritime ICT & Mobility Research

KIOST
Busan, South Korea
baeksj@kiost.ac.kr

Eugin Hyun
Division of Automotive Technology

DGIST
Daegu, South Korea
braham@dgist.ac.kr

Youngseok Jin
Division of Automotive Technology

DGIST
Daegu, South Korea

ysjin@dgist.ac.kr

Jieun Bae
Division of Automotive Technology

DGIST
Daegu, South Korea

jebae@dgist.ac.kr

Inoh Choi
Electronics and Communications Engineering

Korea Maritime & Ocean University
Busan, South Korea
inohchoi@kmou.ac.kr

Abstract—The compact IoT radar sensors can be used to
analyze indoor walking human. For this purpose, micro-Doppler
signature is usually extracted in 2D time-frequency domain and
used. However, the complex computations of these method can
be burdensome for compact radar sensor. To efficiently analyze
human gait, we herein propose a new scheme to estimate gait
parameters by extracting phase components of received radar
echo. In experiments using 5 GHz CW radar hardware, we
observed that our proposed scheme is not only efficient but
also capable of performing accurate and robust gait parameters
estimation even in the presence of unexpected motion.

Index Terms—Radar sensor, gait analysis, micro-Doppler sig-
nature

I. INTRODUCTION

Human gait refers to the pattern of human movement during
locomotion, and gait analysis involves the systematic study
on the human motion. Therefore, the parameters including
step width, cadence (gait rate), and velocity are considered
in gait analysis, because they offer insights into both intrinsic
and extrinsic characteristics of human movement. Recently, in
order to classify users and recognize their specific behavior,
radar signal processing techniques have been employed for
indoor human gait analysis [1], [2]. However, given the limited
computational resources of Internet of Things (IoT) compact
radar sensors, these complex computations of existing gait
analysis method can be burdensome for these sensors.

In the proposed method, the phase components of re-
ceived radar echoes are extracted to efficiently analyze human
gait without generating the spectrogram which is joint time-
frequency representation.

II. ECHO SIGNAL MODEL

In this section, we introduce an echo signal model to
analysis gait pattern of a walking human. We have assumed
that the walking human consists of P scattering points, as

Fig. 1. Geometry of the walking human for radar echo signal.

shown in Fig. 1. The radar echo signal, s(t), returned by
walking human can be represented as:

s(t) =

P∑
p=1

σpexp

(
j
4π

λ

{
r⃗Tbody + r⃗Tp (t)

}
· r⃗RLOS + jϕ

)
,

(1)
where σp is the complex amplitude for pth scattering point;
r⃗RLOS is a RLOS vector; r⃗body is a vector for whole body
movement; r⃗p(t) is a vector for pth scattering point; λ is the
wavelength of radar signal; ϕ is a component related to sta-
tionary clutter; and superscript T is the transpose operator. To
analyze micro-Doppler signature (MDS) for walking human’s
limbs, the phase terms of received radar echoes should be
extracted. To this end, the radar echo in (1) can be derived as
follows based on scenarios, in which limbs of walking human
move at a constant cycle:

s(t) = σtot · exp
(
j
4π

λ
{xbody(t) + wd(t)⊗ xtot(t)}+ jϕ

)
,

(2)
where σtot is the amplitude of s(t); xbody(t) ≈ vt + at2/2
is the hole body movement along RLOS; xtot(t) is the mixed
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Fig. 2. Flowchart of the proposed scheme.

micro motions for scatterers of limbs; and

wd(t) =

N∑
k=0

δ

(
t− k

fg

)
. (3)

where δ(·) is the delta function; and fg is the human gait rate.

III. PROPOSED SCHEME

A complete flowchart of the proposed method is shown
in Fig. 2. In the proposed method, the phase components
of received radar echoes are extracted to analyze MDS.
To address the multiple scatterers problem [3], we model
the mixed signals reflected by multiple scattering points of
the walking human’s limbs based on locomotion scenarios.
Subsequently, the zero-Doppler components are filtered out
to minimize interference by the stationary clutters. And then,
phase terms are decomposed into components related to whole
body movements excluding the limbs’ motion and micro
motions of the limbs. If there are unexpected movements, the
phase components are distorted. To compensate these phase
distortions, the gradient of phase component for whole body
movements is used. Finally, we can estimate the kinematic and
gait parameters of a walking human.

IV. EXPERIMENTAL RESULTS

To verify the performance of the proposed scheme in
the presence of a unexpected motion via measurements, we
used a 5 GHz CW radar sensor. Fig. 3 shows the extracted
and decomposed phase components for limbs’ micro motion.
Because there are unexpected movements during locomotion,
the phase components are distorted as shown in Fig. 3a. As
a result of applying the compensation algorithm, distortion of
phase term can be minimized as shown in Fig. 3b.

To estimate gait rate, spectrum analysis was conducted
by applying FFT to compensated phase component. Conse-
quently, the proposed method is robust to phase distortion

(a) (b)
Fig. 3. Phase components for micro motion of walking human’s limbs (a)
before, and (b) after compensation.

Fig. 4. Representation of the spectrum for compensated phase components
in Fig. 3b.

caused by the critical unexpected movements and can effi-
ciently estimate gait rate of walking human in 1D frequency
domain.

V. CONCLUSION

In this paper, a new scheme based on phase extraction and
compensation was proposed to efficiently estimate gait pa-
rameters in walking human involving unexpected movements.
Based on this result, we intend to expand the research to real-
time IoT sensor for user classification and gait analysis.
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Abstract— Mask R-CNN, a representative instance 
segmentation technique, was used to evaluate the detection 
performance of a laboratory reinforced soil retaining wall 
(RSW) block for changes in illuminance. To enhance images 
with changes in illumination, gamma correction (GC), 
histogram equalization (HE), and low-light image enhancement 
via illuminance map (LIME) were set as comparison groups, 
and the performance of image enhancement of the proposed 
RGB equalization was evaluated. It became. Each Mask R-CNN 
model was trained based on the original image dataset and the 
dataset to which each image enhancement method was applied. 
The performance of block detection for individual trained 
models was evaluated. The image improved through the RE 
method showed excellent LOE, PSNR, and SSIM compared to 
other methods, and in the case of the RE model, it showed 
excellent image enhancement performance and excellent block 
detection performance. 

Keywords—mask R-CNN, illuminance, image enhancement, 
detection, RGB equalization 

I. INTRODUCTION 
Mask R-CNN [1], a representative instance segmentation 

method, performs fully convolutional networks (FCN) based 
on the bounding box and classification information estimated 
by faster R-CNN. The method performs instance 
segmentation by estimating the mask without loss of location 
information. Mask R-CNN had been used in various fields to 
accurately detect objects with pixel unit. In order to 
continuously monitor the structure and analyze its behavior, a 
camera must be installed and monitored at a specific location. 
However, segmentation-based detection studies including 
Mask R-CNN have not analyzed the detection performance of 
changes in illuminance that occur over time for the same 
camera viewpoint. Therefore, in order to apply RSW 
monitoring to the field, it is necessary to quantitatively 
evaluate the detection performance for individual illuminance 
because the illuminance varies depending on the brightness 
and weather. 

In this study, the performance of RSW block detection 
according to the application of the image enhancement 
method is evaluated for fixed camera images affected by 
illumination according to changes in time and weather in the 
field. We employed several image enhancement algorithms 
such as Gamma correction, Histogram equalization, low-light 
image enhancement via illuminance map [2], RGB 
equalization (proposed) to enhance the quality of datasets. 
Also, the Mask R-CNN was adapted to each enhanced model 
to identify and localize RSW blocks with different 

illuminances and compare the performance of detection 
regardless of illuminance. 

II. METHOD 
Figure 1 describes the workflow used in this study. Image 

enhancement is performed by introducing individual image 
processing techniques for block images according to various 
illuminances, and performance of image enhancement is 
evaluated. Then, for the original dataset and each corrected 
dataset, a block detection model based on Mask R-CNN is 
built and trained, and the performance of detection of each 
model is evaluated. 

 
Fig. 1. Flowchart of image enhancement and detection of RSW block with 
different illuminanc 

 

A. Image enhancement 
The methods such as GC, HE, and LIME focused on 

improving the quality of images. RE equalizes the average 
value of a specific or all RGB to target intensity and aims to 
make each image pair similar. The intensity corrected through 
RE based on the RGB equalization function (Ref) for the input 
image R is as shown in Eq. 1. In this study, the block intensity 
of 200 was targeted and improved. 

Ref(m, n) =   k(i, j)
n

j=0

m

i = 1

 

R(x, y)_enhanced = R(x, y)_input × Ref(m, n)
m ×n

 × fe, 

Where, m and n are the height and width of image R and 
specific area, fe is the equalization factor, k(i, j) is intensity 
corresponding to i, j. 
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Figure 2 provides several enhanced images using GC, HE, 
and LIME. Guo et al. The image used in 2013 was used, and 
the GC method uses γ = 0.2 and the RE method uses fe = 100 
to show the corrected image. Compared to the original image, 
the image quality has been improved, and the pixel intensity 
characteristics are different depending on the individual 
method. 

(a) Original  

  
(b) GC (c) HE 

  
(d) LIME (e) RE 

Fig. 2. The comparison of enhancement using different methods 
 

Performance of block detection 
Accuracy, precision, recall, F1 score are normally used to 

evaluate the performance of instance segmentation methods. 
Pixels of output images were divided into true positive (TP) 
(blocks correctly identified); false positive (FP) (background 
pixels incorrectly identified as block pixels); true negative 
(TN) (background pixels correctly identified); and false 
negative (FN) (block pixels identified as background pixels) 
results. Precision refers to the proportion of correct positive 
predictions among all positive predictions. Recall considers 
the completeness of positive predictions (i.e., the number of 
crack pixels that were correctly classified). F1 Score is the 
harmonic mean of precision and recall, which we used as an 
indicator of overall accuracy.  

III. RESULTS AND DISSCUSSION 
Table 2 show performance comparison with different 

enhancement methods. Each performance metric was 
obtained by comparing the original image and the enhanced 
image at individual illumination levels, and SSIM_500 
obtained results by comparing the enhanced images with the 
enhanced image at 500 Lux illumination. Although some 
illuminance and enhancement methods show better values, in 
general, the RE method shows the best performance in all 
performance metrics. 

Figure 3 shows the ground truth of the laboratory RSW at 
4 Lux and the detection results with each trained model. The 
original model detected many blocks even though it was 
difficult to visually identify them. However, significantly 
fewer blocks were detected compared to other models. In the 
HE and the LIME model, an error occurred in which multiple 
blocks were detected as one block. In the RE model, all blocks 
except 7 out of 121 blocks were detected, showing the best 
detection performance. 

 
Table 1 Performance comparison with different enhancement methods 

Metrics 
Enhancement methods 

GC HE LIME RE 

LOE (↓) 223.05 239.97 590.50 176.92 

PSNR (↑) 27.53 27.93 27.59 28.02 

SSIM (↑) 0.40 0.32 0.32 0.48 

SSIM_500 (↑) 0.52 0.47 0.27 0.56 

 

 
Fig. 3. Block detection results and detailed results with different Mask R-CNN 
model at 4 Lux: (a) ground truth, (b) trained original model, (c) trained GC 
model, (d) trained HE model, (e) trained LIME model, (f) trained RE model. 

 

IV. CONCLUSION 
In this study, the change in illumination that occurs in the 

field was considered, and an image enhancement model was 
applied to correct it. The image enhancement performance of 
the proposed RE model was the best, and the RE trained model 
using this showed the best RSW block measurement 
performance. Through the development process, we plan to 
develop and apply a technology that can detect RSW blocks 
with perfect performance even at low illumination, taking into 
account changes in field illumination. 
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Abstract—The article describes a study on the development of a 
system for controlling multiple small unmanned surface vehicles 
(USVs) in a swarm for marine research purposes at sea. The study 
aimed to overcome limitations in acquiring broadband data in a wide 
range and diverse missions at sea by using swarm control 
techniques. The study used a long short-term memory (LSTM) 
model to learn disturbance information and predict maritime 
disturbances. The predicted ocean currents were used to generate a 
swarm USV control system for USV formations. The study 
conducted a comparative analysis of the designed USV model 
results and those generated by the simulator, and the effectiveness 
of the USV mathematical model and behavior control rules were 
verified. The system could potentially contribute to the exploration 
of marine data and resources 

Keywords—Unmanned surface vehicles (USV), Recurrent 
Neural Network (RNN), Long Short-Term Memory models 
(LSTM), Artificial neural networks PID(ANN-PID) 

I. INTRODUCTION 
To overcome these limitations, this dissertation focuses on 

developing a system for intensive mission performance in a 
wide area through swarm control of multiple small USVs. The 
study employs the long short-term memory (LSTM) algorithm 
of recurrent neural networks (RNN) to learn the disturbances 
that affect movement control.[1][2]Using the learned model, 
a method to predict future disturbances and improve the 
performance of the artificial neural network-PID (ANN-PID) 
control algorithm using the predicted disturbance data are 
examined. The study aims to develop a swarm control system 
that can effectively manage multiple small USVs for various 
marine research and exploration purposes.[3] 

II. BEHAVIORAL CONTROL OF USV SWARM  
To control the behavior of a swarm of USVs, it is 

necessary to understand the position and distance traveled by 
each USV. A small USV equipped with two rear thrusters and 
a front lateral thruster was used in this study.[4] 

A. Behavioral control of USV swarm  
To control the behavior of the USV swarm, each USV uses 

GPS. As shown in Fig. 4 of the swarm USVs, the searchable 
radial distance of each USV is represented by 𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟. Here,  is 
the number of USVs  ranging from 1 to .   represents the 
surrounding USV.[3] 

Fig. 1 shows the behavior of the swarm USV according to 
the measured distance  of the adjacent USV. As shown in Fig. 
2, the distance that maintains the maximum search radius with 
the adjacent USV is called 𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 . Furthermore, Fig. 2shows 

the minimum search radius distance to avoid collision with an 
adjacent USV as 𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚. 

 
Fig. 1. Behavior of swarm USVs by distance. 

TABLE 1.  THE BEHAVIOR OF SWARM ROBOT BY MEASURED 
 The behavior of swarm USVs 
𝑑𝑑𝑑𝑑 =  𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 keep the maximum distance (Fig 2(a)) 
𝑑𝑑𝑑𝑑 >  𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 Move to adjacent USV(Fig 2(b)) 
𝑑𝑑𝑑𝑑 =  𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 Maintaining the minimum distance between 

USVs(Fig 2(c)) 
𝑑𝑑𝑑𝑑 <  𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 Avoid collisions with adjacent USVs(Fig 2(d)) 

 

B. Behavioral rules for USV swarm  
For each robot to search the space using the adjacent robot 

while the search radius in the unknown space, the area is 
divided into Zone of Repulsion (ZoR), Zone of Orientation 
(ZoO), and Zone of Attraction (ZoA), as shown in Fig. 4 
Within the searchable radius of each robot, an action rule 
suitable for each area is planned. 

 
Fig. 2. Property of behavior rule for swarm USVs 

To control the robot's behavior for each area in the ZoR 
area, the swarm robot maintains a minimum distance to avoid 
collision with an adjacent robot. In the ZoO area, the robot 
moves in the same direction as the average direction of the 
moving swarm robots to maintain a constant distance from an 
adjacent robot. In addition, because the swarm robots are 
dispersed in the ZoA area, they move in the direction where 
adjacent robots exist. The behavior rule for controlling the 
behavior of the swarm robot in each of these areas is expressed 
in Equations (1-3) and can be implemented by calculating the 
direction vector in each area. In the N_Zor area, the direction 
vector of the USV is expressed using the position of each robot 
as in Equation (1). 
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expressed using the direction vector of the surrounding USV 
𝑗𝑗𝑗𝑗, as in Equation (x). 
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using the position of each USV, as in Equation (4). 
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 (4) 

If the behavior rules of USV swarm are planned for each 
domain of ZoR, ZoO, and ZoA, and overlapping actions are 
prevented for each domain, the swarm robot avoids collisions 
between adjacent USVs to cooperatively navigate the space 
and an optimal search radius can be obtained and maintained 
while moving. In addition, if there is a robot that is separated 
from the swarm, it can move to an adjacent USV and maintain 
its formation. Therefore, when moving to the target point, the 
swarm behavior can be controlled by avoiding collisions with 
adjacent USVs from the initial position and moving while 
maintaining its position and range with adjacent USVs.  

III. LEARNING OCEAN CURRENTS OF USV SWARM  
To control the movement of multiple small USVs that 

form a swarm, it is necessary to analyze and predict the control 
system as well as many external forces of the ocean as control 
factors. [5] Some of the factors are the ocean current, wind, 
and waves. In this study, learning and prediction were made 
based on the measured data of ocean currents, which have the 
greatest influence among these factors.[6] 

A. Analysis of Ocean Currents 
Ocean currents are environmental factors that significantly 

affect objects moving in the sea according to the shape of the 
vessel as the vessel moves. This increases the control error 

during missions because a constant external force on the 
vessel is applied. The current interferes with the movement of 
multiple USVs forming the swarm, making it difficult to 
successfully complete the mission. If these external 
disturbance factors are analyzed and used as control factors, 
the stability and effectiveness of a multiple USV control 
system forming a swarm will increase.  To measure these 
ocean currents, a sensor was installed in the USV to measure 
the velocity and 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 angle  of the external force. To 
measure the flow velocity, GPS can be used to measure 
ground speed, yaw angle, and position (latitude and 
longitude). The flow velocity sensor can measure the speed 
(water velocity) at which the hull moves in the fluid with the 
flow velocity. Therefore, the speed of ocean currents is 
measured by sensors mounted on each of the multiple USVs 
moving above sea level. The measured data can be expressed 
by Equations 5 and 6.  

𝑉𝑉𝑉𝑉𝐺𝐺𝐺𝐺 = 𝑉𝑉𝑉𝑉𝑤𝑤𝑤𝑤 + 𝑉𝑉𝑉𝑉𝑐𝑐𝑐𝑐                                                                      (5) 
By decomposing the vector of magnitude and direction 

into x and y directions, the component of the three velocities 
can be expressed as Equation 6 by the relationship between 
the magnitude of the vector and the Earth's fixed coordinate 
system.  
𝑉𝑉𝑉𝑉𝐺𝐺𝐺𝐺 = [|𝑉𝑉𝑉𝑉𝐺𝐺𝐺𝐺|cos𝜓𝜓𝜓𝜓,  |𝑉𝑉𝑉𝑉𝐺𝐺𝐺𝐺|sin𝜓𝜓𝜓𝜓]     

𝑉𝑉𝑉𝑉𝑤𝑤𝑤𝑤  = [|𝑉𝑉𝑉𝑉𝑤𝑤𝑤𝑤| cos𝜓𝜓𝜓𝜓𝑤𝑤𝑤𝑤 ,  |𝑉𝑉𝑉𝑉𝑤𝑤𝑤𝑤| sin𝜓𝜓𝜓𝜓𝑤𝑤𝑤𝑤]                               

𝑉𝑉𝑉𝑉𝑐𝑐𝑐𝑐    = [|𝑉𝑉𝑉𝑉𝑐𝑐𝑐𝑐| cos𝜓𝜓𝜓𝜓𝑐𝑐𝑐𝑐 ,  |𝑉𝑉𝑉𝑉𝑐𝑐𝑐𝑐| sin𝜓𝜓𝜓𝜓𝑐𝑐𝑐𝑐]                                             (6) 

B.  Learning Ocean Currents 
The model learned the measured time-series ocean current 

data using LSTM, predicted the next ocean current speed, and 
applied it as a disturbance to each USV control algorithm.  

The measured data are normalized and converted into data 
having a size between 0 and 1. In Equation 7, three gates are 
represented by 𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡, 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡, 𝑂𝑂𝑂𝑂𝑡𝑡𝑡𝑡 and two outputs are represented by 
ℎ𝑡𝑡𝑡𝑡 , 𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡 . Furthermore, the parameters of LSTM are 
𝑊𝑊𝑊𝑊𝑚𝑚𝑚𝑚 ,𝑊𝑊𝑊𝑊𝑓𝑓𝑓𝑓 ,𝑊𝑊𝑊𝑊𝑍𝑍𝑍𝑍 ,𝑊𝑊𝑊𝑊𝑐𝑐𝑐𝑐. Finally, 𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡�  is a new output of the input gate, 
and the output of 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡 is determined according to the degree of 
reflection. Empirically, the function softsign was used as the 
activation function, and the Adam Optimizer was applied. 
𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡 = 𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑍𝑍𝑍𝑍𝑖𝑖𝑖𝑖𝑍𝑍𝑍𝑍(𝑊𝑊𝑊𝑊𝑓𝑓𝑓𝑓 ∙ [ℎ𝑡𝑡𝑡𝑡−1,𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡] +  𝑏𝑏𝑏𝑏𝑓𝑓𝑓𝑓  
𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡 = 𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑍𝑍𝑍𝑍𝑖𝑖𝑖𝑖𝑍𝑍𝑍𝑍(𝑊𝑊𝑊𝑊𝐼𝐼𝐼𝐼 ∙ [ℎ𝑡𝑡𝑡𝑡−1, 𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡] +  𝑏𝑏𝑏𝑏𝐼𝐼𝐼𝐼   
𝑂𝑂𝑂𝑂𝑡𝑡𝑡𝑡 = 𝑠𝑠𝑠𝑠𝑖𝑖𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑍𝑍𝑍𝑍𝑖𝑖𝑖𝑖𝑍𝑍𝑍𝑍(𝑊𝑊𝑊𝑊𝑍𝑍𝑍𝑍 ∙ [ℎ𝑡𝑡𝑡𝑡−1, 𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡] + 𝑏𝑏𝑏𝑏𝑍𝑍𝑍𝑍  
ℎ𝑡𝑡𝑡𝑡 = 𝑂𝑂𝑂𝑂𝑡𝑡𝑡𝑡 ∗ softsign(𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡)   
𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡 = 𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡 ∗ 𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡−1 + 𝐼𝐼𝐼𝐼𝑚𝑚𝑚𝑚 ∗ 𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡�   
𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡� =  softsign (𝑊𝑊𝑊𝑊𝑐𝑐𝑐𝑐 ∙ �ℎ𝑡𝑡𝑡𝑡−1,𝑥𝑥𝑥𝑥𝑚𝑚𝑚𝑚� + 𝑏𝑏𝑏𝑏𝑐𝑐𝑐𝑐                                        (7) 
The data from the ocean current measuring sensor operated 

in the sea were used in the LSTM model constructed in this 
study and applied to predict future disturbance.  

 
Fig. 4 is the actual measurement data from the ocean. Data 

measurements were taken for 75 minutes. The graph in Fig. 
10 was derived by learning the actual data. In the graph of 

 
Fig. 4  Ocean current measurement data. 
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Fig. 5, green indicates 1800 data out of 4500 actually 
measured data, and these data were used for training and 
testing. In addition, blue is actual data and red is data 
predicted by learning the previous 1800 data points. 

 
From the predicted results (red) in Fig. 5, there is an error in 
the section where the measured data changes rapidly; however, 
the error between the actual data and the predicted data 
showed an average error of 0.12 knots. 

IV. CONTROL ALGORITHM OF USV SWARM 
To control the movement of multiple small USVs that 

form a swarm, it is necessary to analyze and predict the control 
system as well as many external forces of the ocean as control 
factors. Some of the factors are the ocean current, wind, and 
waves. In this study, learning and prediction were made based 
on the measured data of ocean currents, which have the 
greatest influence among these factors. 

A. USU Control Algorithm 
In this study, because the velocity of ocean currents is 

learned and used as a controlling factor of small USVs 
forming a swarm, the control algorithm must design a 
controller that can respond appropriately to external 
information. Therefore, the controller applied to the small 
USV was modeled by ANN-PID. 

 

 
The three inputs in Fig. 6 are the error value, error integral 

value, and error differential value used as the basis of the PID 
control algorithm, which is input into a nonlinear hyperbolic 
tangent function.  

When the error is adequately reduced and the control 
performance of a certain range for the stability of the system 
is satisfied, the algorithm is stopped and the calculated gain 
value is maintained. 

B. USV Running Algorithm 
The navigation algorithm of a small USV is following a 

target point or driving toward a specific direction. This 
method is called line of sight (LOS), where GNSS-based 
navigation is used. USV driving in this study was also 
designed based on the LOS algorithm.[7] 

       𝜓𝜓𝜓𝜓𝑝𝑝𝑝𝑝 = 𝐶𝐶𝐶𝐶𝑡𝑡𝑡𝑡𝐶𝐶𝐶𝐶−1 �
𝑌𝑌𝑌𝑌𝑘𝑘𝑘𝑘 − 𝑌𝑌𝑌𝑌(𝐶𝐶𝐶𝐶)
𝑋𝑋𝑋𝑋𝑘𝑘𝑘𝑘 − 𝑋𝑋𝑋𝑋(𝐶𝐶𝐶𝐶)� 

𝜌𝜌𝜌𝜌2(𝐶𝐶𝐶𝐶)=[𝑋𝑋𝑋𝑋𝑘𝑘𝑘𝑘 − 𝑋𝑋𝑋𝑋(𝐶𝐶𝐶𝐶)]2 + [𝑌𝑌𝑌𝑌𝑘𝑘𝑘𝑘 − 𝑌𝑌𝑌𝑌(𝐶𝐶𝐶𝐶)]2 < 𝜌𝜌𝜌𝜌𝑐𝑐𝑐𝑐2                              (8) 

In Equation 8, [𝑋𝑋𝑋𝑋(𝐶𝐶𝐶𝐶),𝑌𝑌𝑌𝑌(𝐶𝐶𝐶𝐶)] is the position of the USV, and 
[𝑋𝑋𝑋𝑋𝑘𝑘𝑘𝑘 ,𝑌𝑌𝑌𝑌𝑘𝑘𝑘𝑘] is the target position. In addition, after reaching the 
target position, 𝜌𝜌𝜌𝜌𝑐𝑐𝑐𝑐denotes a position radius for determining 
whether the next designated position has been reached.  

V. CONTROL SYSTEM OF USV SWARM WITH THE LEARNING 
OCEAN CURRENT MODEL 

The small USV used in this study determines the direction 
of travel by calculating the designated position and its heading 
angle using a propellant placed laterally in the front. [8]When 
a certain range of the designated position is reached, the lateral 
propellant is controlled by calculating the heading angle again 
to move to the next position. Meanwhile, the aforementioned 
ANN-PID control algorithm is applied for precise control. 
[9][10] The influence of external force is learned and 
predicted during movement, and this is applied to the control 
system to design a control system that can move to the exact 
position. 

 
The article describes a control algorithm for improving the 

performance of an unmanned surface vehicle (USV) swarm 
by predicting ocean currents and applying the predicted data 
to an artificial neural network (ANN)-proportional integral 
derivative (PID) control algorithm. The control algorithm 
consists of two parts: the first part is an ANN that predicts the 
magnitude of the next disturbance using measured ocean 
current data, while the second part is the ANN-PID control 
algorithm that adjusts the control gain based on feedback 
weights. The USV control algorithm combines these two 
learning models by adding the predicted ocean current 
components to the weight-adjusted output value of the ANN-
PID control algorithm to determine the next output value 
delivered to the system. 

VI. VALIDATION OF THE SWARM CONTROL ALGORITHM 
The verification was conducted in two ways.  
1) By analyzing the similarity between the actual driving 

path of the USV swarm at the sea and the USV swarm path 
generated by the simulator, including the behavior control 
rules of the USV swarm and USV designed in this study, the 
mathematical model of the designed USV and behavior 
control rules are verified for accuracy.  

2) To check the validity of the ocean current learning 
algorithm and ANN-PID control algorithm, the position error 
was obtained by comparing the movement path of the USV 
swarm with and without the disturbance learning algorithm, 
and the ANN-PID control algorithm applied to the simulator 
designed in this study.  

The position, movement speed, and direction of each USV 
were used in a simulation vessel design based on driving data 
during real sea operation. Fig. 15 shows the results created by 
applying the real driving information to the simulator, 
including the designed USV model and behavior control rules 
of the USV swarm. 

 
Fig. 5  Ocean current prediction data result. 

 
Fig. 6.  Artificial neural network PID. 

 
 

Fig. 7. ANN-PID Control Algorithm Using learning Ocean 
Current Model  
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The article discusses a comparison between real sea test 

data and a designed simulator's results, which revealed some 
discrepancies due to environmental conditions like wind, 
tides, and waves. Despite this, the movement trajectory of the 
real sea test and simulator were found to be similar. The article 
concludes that the USV model and behavior control rules 
designed to have a position average error of less than 10% can 
be considered an adequate simulation of a USV swarm's 
operation at sea. Fig. 9 shows a graph comparing the 
disturbance learning algorithm and the ANN-PID control 
algorithm when a disturbance (Ocean Currents) with a specific 
direction is applied to the operating environment. 

 

 
As a result of swarm operation by applying the disturbance 

learning algorithm and ANN-PID control algorithm, the large 
retention performance between USVs was increased by 12.4% 

and decreased position average error by 14.8% compared to 
the result of not applying the disturbance learning algorithm. 

VII. CONCLUSIONS 
The study proposes an algorithm that uses artificial neural 

networks (ANN) and proportional-integral-derivative (PID) 
control to improve the control performance of unmanned 
surface vehicle (USV) swarms in ocean environments. The 
algorithm learns and predicts ocean currents as an external 
force and applies it to the controller output. The study uses a 
3-degree-of-freedom USV model with a fluid force to verify 
the algorithm and compare the control performance with and 
without the algorithm. The results show that applying the 
predicted data of external force increased the formation 
maintaining performance by 12.4% and decreased the position 
error during movement by 14.8%. The study plans to add other 
external factors like waves and wind for effective swarm 
control in the future. 
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Fig. 9(a). Not applying ocean currents learning and 
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Abstract— In this study, to overcome the limitations of a single 
unmanned surface vehicle(USV), a study was conducted on the 
swarm control algorithm of the USV. Among the various swarm 
control methods, a leader-follower swarm control method was 
selected and studied, and in order to solve the fatal problem of the 
leader-follower swarm control method, a study on the fault-coping 
algorithm was conducted together. 

Keywords—Swarm control algorithm, Unmanned Surface Vehicle, 
Leader-Follower swarm control method, Fault-Coping Algorithm 

I. INTRODUCTION 
The multi-entity system using swarm control has a wider 

range of mission applications such as search and environmental 
investigation than single-entity systems. In addition, swarm 
control algorithms are receiving a lot of attention recently because 
they have various advantages such as improved mission 
performance, increased efficiency, and energy saving by using 
multiple objects at the same time[1-3]. In studies on existing 
swarm control, methods are classified into behavior-based swarm 
control, virtual structure swarm control, and leader-follower 
swarm control[4]. Among them, the leader-follower swarm 
control is a control method in which, when the leader unmanned 
mobile vehicle moves along a preset trajectory, the following 
unmanned mobile vehicles move while maintaining a certain 
distance and heading angle from the leader unmanned mobile 
vehicle. This method has the advantage of being easy to 
understand mathematically of the swarm control algorithm, easy 
to implement, and theoretically, possible to increase the number of 
followers without limit. However, there is a disadvantage that 
there is a fatal problem for the entire swarm formation in the event 
of a failure of the leader unmanned mobile vehicle[5-6]. 
Therefore, in this study, we propose a new algorithm to overcome 
the disadvantages of the leader-follower swarm control method, 
which has advantages do. 

II. LEADER-FOLLOWER BASED SWARM MODELING 
The USV(Unmanned Surface Vehicle) used in this study uses 

a method of moving by independently rotating two thrusters, port 
side, and starboard side. At this time, assuming that the thruster 
does not cause slip or cavitation in the water, the USV has the non-
holonomic constraint condition as shown in Equation (1). 

�
�̇�𝑋𝑋𝑋𝑐𝑐𝑐𝑐(𝑡𝑡𝑡𝑡)
�̇�𝑌𝑌𝑌𝑐𝑐𝑐𝑐(𝑡𝑡𝑡𝑡)
�̇�𝑒𝑒𝑒𝑐𝑐𝑐𝑐(𝑡𝑡𝑡𝑡)

� =  �
cos (𝜃𝜃𝜃𝜃𝑐𝑐𝑐𝑐(𝑡𝑡𝑡𝑡)) 0
sin (𝜃𝜃𝜃𝜃𝑐𝑐𝑐𝑐(𝑡𝑡𝑡𝑡))

0
0
1
� �
𝑣𝑣𝑣𝑣𝑐𝑐𝑐𝑐(𝑡𝑡𝑡𝑡)
𝑤𝑤𝑤𝑤𝑐𝑐𝑐𝑐(𝑡𝑡𝑡𝑡)�                      (1) 

Here, 𝑋𝑋𝑋𝑋𝑐𝑐𝑐𝑐(𝑡𝑡𝑡𝑡),𝑌𝑌𝑌𝑌𝑐𝑐𝑐𝑐(𝑡𝑡𝑡𝑡) indicates the position of the USV on the X-
axis and Y-axis, 𝜃𝜃𝜃𝜃𝑐𝑐𝑐𝑐  means the heading angle of USV. 𝑣𝑣𝑣𝑣𝑐𝑐𝑐𝑐 ,𝑤𝑤𝑤𝑤𝑐𝑐𝑐𝑐 
means the linear velocity and angular velocity of the USV[8].   

 

Fig. 1. Kinematic model of USV. 

In Fig.1, the leader USV is expressed using the subscript ‘L’, 
and the follower USV is expressed using the subscript ‘F’. 𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿 ,𝑌𝑌𝑌𝑌𝐿𝐿𝐿𝐿 
are the current position of the leader USV, and 𝜃𝜃𝜃𝜃𝐿𝐿𝐿𝐿 is the heading 
angle of the leader USV. Likewise, 𝑋𝑋𝑋𝑋𝐹𝐹𝐹𝐹 ,𝑌𝑌𝑌𝑌𝐹𝐹𝐹𝐹  are the position of the 
follower USV, and 𝜃𝜃𝜃𝜃𝐹𝐹𝐹𝐹  is heading angle of the follower USV. 
𝑣𝑣𝑣𝑣𝐿𝐿𝐿𝐿 , 𝑣𝑣𝑣𝑣𝐹𝐹𝐹𝐹  are the straight speed of each USV, and 𝑤𝑤𝑤𝑤𝐿𝐿𝐿𝐿 ,𝑤𝑤𝑤𝑤𝐹𝐹𝐹𝐹 represents 
the angular velocity of each USV.  

The role of the follower USV is to form a formation with the 
leader USV while maintaining a certain distance and angle from 
the mission trajectory calculated by the leader USV. That is, a 
position having a specific distance and a specific angle designated 
by the land operation console is created from the position of the 
leader USV and the follower USV follows the trajectory. Equation 
(2) is an expressing the position of the formation followed by the 
follower USV from the leader USV. 

𝑋𝑋𝑋𝑋𝐹𝐹𝐹𝐹𝑑𝑑𝑑𝑑(𝑡𝑡𝑡𝑡) = 𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿(𝑡𝑡𝑡𝑡) + 𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟cos (𝜙𝜙𝜙𝜙𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 + 𝜃𝜃𝜃𝜃𝐿𝐿𝐿𝐿(𝑡𝑡𝑡𝑡))
𝑌𝑌𝑌𝑌𝐹𝐹𝐹𝐹𝑑𝑑𝑑𝑑(𝑡𝑡𝑡𝑡) = 𝑌𝑌𝑌𝑌𝐿𝐿𝐿𝐿(𝑡𝑡𝑡𝑡) + 𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟sin (𝜙𝜙𝜙𝜙𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 +  𝜃𝜃𝜃𝜃𝐿𝐿𝐿𝐿(𝑡𝑡𝑡𝑡))

𝜃𝜃𝜃𝜃𝐹𝐹𝐹𝐹𝑑𝑑𝑑𝑑(𝑡𝑡𝑡𝑡) =  𝜃𝜃𝜃𝜃𝐿𝐿𝐿𝐿

            (2) 

Here, 𝑋𝑋𝑋𝑋𝐹𝐹𝐹𝐹𝑑𝑑𝑑𝑑(𝑡𝑡𝑡𝑡),𝑌𝑌𝑌𝑌𝐹𝐹𝐹𝐹𝑑𝑑𝑑𝑑(𝑡𝑡𝑡𝑡) represents the position that the follower 
USV should follow, and 𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟  is the distance of the trajectory that 
the leader USV and the follower USV should follow. In this case, 
since the distance cannot have a (-) value, it is always expressed as 
a positive number. 𝜙𝜙𝜙𝜙𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 means the angle to be maintained from 
the leader USV, and this value is expressed as a constant, not a 
function. 

By differentiating Equation (2), the tracking USV coordinate 
change can be obtained, which can be expressed as Equation (3). 
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�̇�𝑋𝑋𝑋𝐹𝐹𝐹𝐹𝑑𝑑𝑑𝑑(𝑡𝑡𝑡𝑡) = 𝑣𝑣𝑣𝑣𝐿𝐿𝐿𝐿(𝑡𝑡𝑡𝑡) cos�𝜃𝜃𝜃𝜃𝐿𝐿𝐿𝐿(𝑡𝑡𝑡𝑡)� − 𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟sin (𝜙𝜙𝜙𝜙𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 + 𝜃𝜃𝜃𝜃𝐿𝐿𝐿𝐿(𝑡𝑡𝑡𝑡))𝑤𝑤𝑤𝑤𝐿𝐿𝐿𝐿(𝑡𝑡𝑡𝑡)
�̇�𝑌𝑌𝑌𝐹𝐹𝐹𝐹𝑑𝑑𝑑𝑑(𝑡𝑡𝑡𝑡) = 𝑣𝑣𝑣𝑣𝐿𝐿𝐿𝐿(𝑡𝑡𝑡𝑡) sin�𝜃𝜃𝜃𝜃𝐿𝐿𝐿𝐿(𝑡𝑡𝑡𝑡)� + 𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟cos (𝜙𝜙𝜙𝜙𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 + 𝜃𝜃𝜃𝜃𝐿𝐿𝐿𝐿(𝑡𝑡𝑡𝑡))𝑤𝑤𝑤𝑤𝐿𝐿𝐿𝐿(𝑡𝑡𝑡𝑡)

   (3) 

III. FAULT-COPING ALGORITHM 
In this study, we propose a fault-coping algorithm to overcome 

one of the biggest disadvantages of the leader-follower swarm 
control method, which is that it is impossible to maintain the entire 
formation in the event of a failure of the leader USV. The failure 
situation considered in this study is a situation in which the thruster 
does not rotate normally due to marine floating matter being 
caught in the thruster, which is the most frequent failure situation 
in the offshore platform.  

Fig. 2 shows the block diagram of the algorithm proposed in 
this study. 

 

Fig. 2. Block diagram of fault-coping algorithm 

The algorithm works in the following order. When the mission 
starts, data such as the total current amount of the platform, RPM 
value of the thruster, and location information of the USV are 
acquired using sensors mounted on the USV. Then, by inputting 
the acquired data into the Check Threshold block, it is judged 
whether the state of the data is higher or lower than the threshold 
value. If the data status is similar to or lower than the threshold 
value, it is judged to be normal and the mission is continued. At 
this time, the mission is repeatedly performed unless a mission 
stop command is input from the operator. However, if the data 
state is greater than the threshold value, it is judged as a failure 
state, and the Leader Change flag is raised. When the Leader 
Change flag goes up, the USV that has a malfunction stops, and 
its authority and mission are transferred to the USV that has the 
closest distance among USVs that have not currently 
malfunctioned. In the algorithm, the Check Threshold block 
compares the current and voltage applied to the thruster, and the 
RPM value output from the thruster with the arbitrarily set 
Threshold value, and the Thruster Status block, which determines 
whether or not there is a failure, and the current location 
information of the platform, heading angle, azimuth information, 
etc. It is designed by combining the Platform Position Error block 
that determines whether there is a failure by comparing it with the 
set threshold value. 

IV. RESULT OF ACTUAL SEA AREA TEST 
The performance test of the fault-coping algorithm was 

conducted in the actual sea area. At the time of the experiment, the 

sea state 3 with a wave height of 0.5~1m, a swell height of 0.6m, 
and a swell period of 8 seconds. The fault-coping algorithm 
normally identifies the sudden change in current amount and RPM 
value that occur in a fault situation where marine floating objects 
are caught in the thruster, and the failure is judged in the Check 
Threshold block, and the leader change flag is raised normally, so 
that the follower USV took over the role of the leader USV and 
carried out its mission. Among the tracking results of the fault-
coping algorithm shown in Fig. 3. 

 

Fig. 3. Tracking result of fault-coping algorithm test 

V. CONCLUSION 
This research conducted a study on the fault-coping algorithm 

to overcome the disadvantage of a leader-follower swarm control 
method. For the study, we have developed USV to perform actual 
missions, and we have developed a swarm control algorithm using 
a fault-coping algorithm. In addition, the performance of the 
algorithm proposed in this study was verified through the test in 
the actual sea area. 
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Abstract— As interest in air pollution increases, research on 
how to measure fine dust in advance is needed. It is known that 
fine dust is mostly introduced through the West Sea. Therefore, 
measuring at sea is more accurate and has the advantage of 
being able to measure fine dust in advance. Accordingly, this 
paper proposes a method for measuring fine dust at sea using a 
SBR(Smart Buoy Robot).  The proposed system has advantages 
such as power consumption, size, and accuracy by using a 
SAW(Surface Acoustic Wave)-based fine dust sensor..  

Keywords—Smart Buoy Robot, Fine dust, Sensor, Robot, 
Surface Acoustic Wave 

I. INTRODUCTION 
Recently, interest in air pollution is increasing both 

domestically and internationally. Accordingly, various studies 
related to fine dust sensors are being conducted in Korea. 
Currently, it is understood that fine dust is mainly introduced 
through the West Sea in Korea. Therefore, for a more accurate 
study of the inflow and distribution of fine dust, it is better to 
measure it at sea[1].  

Atmospheric measurement results require cumulative data 
for analysis. Therefore, it is necessary to continuously 
measure fine dust, but it is difficult to install a system that can 
continuously measure at sea due to problems such as cost and 
power supply. 

Therefore, in this paper, we propose a marine fine dust 
measurement system. It is a method of collecting and 
measuring fine dust sensors by attaching them to buoys that 
are common in the sea. Existing buoys are fixed in one place 
through anchoring, so there is a problem in that they do not 
have a certain direction due to wind and waves[2][3]. 

To solve this problem, this paper proposes a measurement 
method using SBR(Smart Buoy Robot). Since SBR is capable 
of self-propulsion, it has the advantage of being able to collect 
in the desired direction through position control[4]. The 
MEMS-based FBAR (Film Bulk Acoustic Resonator) fine 
dust sensor has high sensitivity, but has the disadvantage that 
the process of making the sensor is very complicated[5]. 

However, based on SAW (Surface Acoustic Wave) Resonator, 
it is relatively easy to process and suitable for mass production. 
Therefore, in this paper, the installation of a SAW-based fine 
dust sensor was considered [6].  

 

II. SYSTEM CONFIRUGATION 

A. Fine dust sensor base on SAW 
The conceptual diagram of the components constituting 

the SAW-based fine dust sensor used in this study is shown in 
same as Figure 1 (a). Figure 1(b) is the fabricated fine dust 
sensor. The manufactured fine dust sensor was produced in a 
small size of 20 × 22 × 5mm(w × l × h). 

 

 
(a) 

 
(b) 

Fig. 1. (a) The schematic diagram of Fine dust sensor based on SAW, (b) 
prototype Finde dust sensor 

 

The configuration of the fine dust sensor is composed of 
an uppermost layer including a micro-heater first and a middle 

This research was supported in part of the Korea Institute of Ocean 
Science and Technology under Grant PEA0132. 
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layer including a virtual impactor and having a flow path for 
controlling the flow of the entire fluid. The third is the bottom 
layer where the PCB with the SAW resonator is mounted and 
the SMA connector is mated. Finally, there are 4 micro-fans 
to determine the total flow[6]. 

The amount of fine dust according to the inflow air flow 
rate was measured through a small Grimm type optical dust 
sensor (HI-100, HUMAi, Korea). As shown in Figure 6, it can 
be seen that the system is stable by showing the result that the 
fine dust measurement value increases linearly as the flow rate 
increases. 
 

 
Fig. 2. Change in the amount of fine dust measured in the chamber 

according to the air flow rate 

 

B. SBR with fine dust sensor 
The SBR used in the experiment is composed as shown in 

Figure 2 below. The current prototype of SBR is composed of 
non-standard buoys to facilitate the charging of electric ships 
and marine robots. The cross-sectional area was made in an X 
shape to make it easy for ships to anchor. 

 

 
Fig. 3. Fine dust sensor installed SBR 

 

A light that informs the location with light, which is the 
main purpose of SBR, is attached to the top, followed by a 
camera for control and situation identification, and a SAW-
based fine dust sensor. 

 

III. CONTROLLER DESIGN 
SBR controls the bow direction using AHRS (Attitude 

Heading Measurement System) and controls the propeller 

output value using the PD controller using the current position 
error value at the target position.  

The PA (Position Accuracy) discriminant is used to 
control the position of the SBR. When the target position (RP: 
Reference Position) 𝑥𝑥𝑟𝑟  and 𝑦𝑦𝑟𝑟 are determined, the PA 
discriminant related to the position control performance index 
is defined as in Equation 1 as follow: 

𝑟𝑟𝑖𝑖 =  √(𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑟𝑟)2 + (𝑦𝑦𝑖𝑖 − 𝑦𝑦𝑟𝑟)2              (1) 

 In this equation, 𝑃𝑃𝑃𝑃𝑚𝑚 means the maximum position error 
value of the buoy robot. 𝑥𝑥𝑖𝑖 and 𝑦𝑦𝑖𝑖  are the position values of 
the SBR at the ith sampling point, and 𝑟𝑟𝑖𝑖 is the radius of the 
SBR at the i-th sampling point. 

 

 
Fig. 4. Block diagram position control system 

 

Figure 3 shows the block diagram of the PD controller for 
position control of the SBR. In Figure 3, 𝑒𝑒𝑥𝑥 is the x-coordinate 
error, and 𝑒𝑒𝑦𝑦 is the y-coordinate error. PD-Controller derives 
𝑃𝑃𝑃𝑃𝑥𝑥 , 𝑃𝑃𝑃𝑃𝑦𝑦   with x, y errors, and inputs control values to each 
motor 𝑝𝑝1, 𝑝𝑝2, 𝑝𝑝3,  𝑝𝑝4, through Distributor. 

 

 

Fig. 5. Performance of position control used a camera instead GPS 

 

Looking at the result in Figure 4, the target position is 
(97,42) in camera coordinates and the reference PA has a 
radius of 7.1cm. The position control was performed inside 
the circle related to the discriminant, and considering that the 
small circles are concentrated near the target point, it can be 
seen that the position control is well performed. 

IV. CONCLUSION 
In this study, a method for measuring fine dust on the sea 

is proposed. The proposed system has strengths in the limited 
power problem due to the size of the marine robot by using 
the SAW type fine dust sensor, which has advantages such as 
cost reduction, reduced power consumption, and ultra-small 
size compared to the existing optical fine dust sensor. In 
addition, it is easy to collect marine fine dust by using an SBR 
capable of position control. Since only experiments on 
individual systems have been carried out so far, we plan to 
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conduct fine dust measurement experiments in the actual sea 
in the future. 
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Abstract—In this paper, we propose an automatic lifting cable 
control system for large circular steel pipes based on the 
verticality monitoring system. Specifically, the system includes 
a monitoring component that provides real-time data on the 
pipe's alignment and an actuator control module that maintains 
perpendicularity by utilizing the data acquired from the 
monitoring system. The system is implemented with a tilt sensor, 
a hydraulic actuator, and an embedded controller. 
Experimental results show that the proposed system can 
efficiently measure the roll/pitch information in real-time. 
Furthermore, we show that the system properly operates and 
secures a verticality less than 0.2° in the suction bucket-based 
model experiment. 

Keywords—suction bucket, lifting cable, automatic control 
system, verticality, monitoringg  

I. INTRODUCTION 
A suction bucket foundation is a construction method that 

first locates an empty upturned bucket to a target site, then 
installs the foundation by suctioning the air and water inside 
the bucket [1]. By applying a suction pressure to the bucket 
greater than the penetration resistance, the bucket foundation 
penetrates into the ground due to the difference in water 
pressure between the inside and the outside. The suction 
bucket has traditionally been used as a mooring anchor [2, 3]. 
But, many studies have been conducted for using offshore 
structures such as the foundations of offshore wind turbines 
[4-17] and temporary structures for the construction of 
offshore bridges [18] because of the advantages of fast 
construction speed, simplicity, and less noise compared to the 
impact piling method at depths of more than 20 meters. 

Securing the verticality of the bucket is crucial as tilting 
the pile can affect the stability and performance of the 
structure [13]. However, the bucket's inclination can occur due 
to the unevenness of the subsea ground. In general, the 
repeated intrusion-pulling method is used to secure verticality 
in the current suction bucket foundation construction process. 
However, this relies heavily on the experience and skill of 
field workers, and it also takes a relatively long time. Various 
studies have proposed techniques to secure the verticality of 
the suction bucket such as adjusting the suction pressure [15, 
16], modulating the length of the lifting cable [13, 17], and 

utilizing a tilt sensor-based monitoring system for real-time 
observations during construction [19]. However, these 
techniques still depend substantially on field workers' 
expertise and are time-intensive.  

In this paper, we propose an automatic lifting cable control 
system based on a real-time monitoring system to secure the 
verticality of large circular steel pipes. The proposed system 
incorporates a real-time monitoring component that provides 
real-time data on the pipe's alignment and an actuator control 
module that automatically adjusts the lifting cable's length to 
maintain perpendicularity. The real-time monitoring system is 
implemented with a tilt sensor, a Linux-based embedded 
controller, and a Windows-based monitoring program. 
Specifically, the monitoring system consists of a sensor unit 
that collects raw data, a controller unit that processes the data 
and wirelessly transmits the information, and a display unit 
that shows the vertical information of the circular steel pipe. 
The actuator control module comprises a lifting cable, a 
hydraulic actuator, a serial communication part, and a 
controller with an algorithm for adjusting the length of the 
actuator. We demonstrated that the proposed system could 
show vertical information in real-time and secure a verticality 
of 0.2° in model experiments. 

The remainder of this paper is organized as follows. 
Section 2 presents the detailed design and implementation of 
our proposed system. The experimental results are presented 
in Section 3. Finally, Section 4 concludes this paper. 

II. AUTOMATIC LIFTING CABLE CONTROL SYSTEM 

A. Verticality 3D Monitoring System. 
The verticality monitoring system includes a sensor unit, 

a controller unit, and a display unit as shown in Fig. 1. The 
sensor unit should consist of a sensor that can measure a slope 
of at least two axes. For data reliability, it can present a 
different level of information by fusing the data collected by 
same-type or heterogeneous sensors. Therefore, the sensor 
unit is designed to be equipped with various types of sensors 
as required, such as UART inputs like RS-232/422/485, and 
analog/digital inputs. The controller unit receives data from 
various sensors, preprocess the collected data, and transmits 
the verticality information of the circular steel pipe using  
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Fig. 1.  Verticality monitoring system overview 
 
 

 
Fig. 2.  Sensor and Controller parts for verticality 3D 
monitoring system 

 

wired/wireless communication. The display unit receives 
verticality data of the circular steel pipe from the controller 
unit and presents it in an intuitive 3D display. Transmitting 
and receiving data between the controller and display units can 
use wired/wireless communication. But, the network 
condition is generally inadequate in a marine construction 
environment. Accordingly, the data is transmitted through the 
wireless internal network. 

 The sensor part is implemented with the MTLT105D-
R developed ACEINNA, which can measure two-axis 
tilt. The MTLT105D-R sensor measures the two axes 
of pitch and roll at a frequency of 50Hz and transmits 
it via RS-232 communication. The sensor is 
separately watertight to prevent damage due to 
exposure to seawater in a marine environment. 

 The controller part is implemented with the APAX-
5580 from ADVANTECH, which can collect 
multiple sensor inputs. The APAX-5580 has various 
ports for collecting UART/analog/digital input 
signals, and additional ports can easily be added 
utilizing expansion slots. The data collected by the 
sensors is calibrated in the controller unit using a 
Kalmann filter and then sent to the display unit. 
Because The TCP protocol has a retransmission 
function when sending and receiving data, we adopt 
the TCP protocol, which easily ensures data 
availability. The implemented sensor and controller 
parts are shown in Fig. 2. 

 

Fig. 3.  Main window of the display unit 
 

 

Fig. 4.  Setting window of the display unit 
 

 The monitoring program displayed on the display part 
consists of the upper frame and lower steel pipe 
verticality information, 3D display screen, 2D display 
screen, lifting line information, and setting window 
button as shown in Fig. 3. The 3D display screen 
shows real-time 3D information about the state of the 
upper frame and the verticality of the lower steel pipe 
sent from the controller unit. The display can be 
zoomed in/out and rotated. The 2D display screen is a 
two-dimensional flat screen showing the circular steel 
pipe from above. The verticality of the circular steel 
pipe is displayed at the center. If the verticality 
exceeds the threshold, the user can intuitively 
understand the direction and degree of tilt of the steel 
pipe through the changing color of the indicators. The 
lifting line information is designed to display the 
height of each lifting line relative to the initial 
reference value. This facilitates accurate 
measurements and analysis by enabling the numerical 
calculation of the displacement for the entire lifting 
line. The setting window can be accessed by clicking 
the button at the bottom right of the main screen. In 
the setting window as shown in Fig. 4, the user can 
configure the shape of the upper frame, the number of 
lifting lines, the tilt threshold of the steel pipe, and the 
connection to the controller. 
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Fig. 5.  Actuator control module GUI 
 

 

Fig. 6.  Actuator control algorithm 
 

B. Actuator Control Module 
The actuator control module to adjust the length of the 

lifting cable consists of a lifting cable, a hydraulic actuator, a 
relay circuit to flip the actuator switch, a controller to control 
the relay circuit, and a serial communication circuit to receive 
data from the vertical monitoring system. The actuator control 
module can be controlled manually or automatically. Each 
actuator can be manually controlled through the up/down 
buttons in the GUI program as shown in the Fig. 5. In addition, 
the actuator can be automatically controlled based on the data 
collected from the verticality monitoring system to secure 
verticality by connecting the verticality monitoring system 
and the actuator control module with the serial interface. The 
program for automatically controlling the actuator was 
implemented with a simple algorithm as shown in Fig. 6. The 
program automatically adjusts the length of the actuator until 
it is within the tilt threshold based on the verticality 
information collected by the vertical monitoring system. 

III.  EXPERIMENTAL RESULT 
The suction bucket foundation method has no verticality 

standard of its own. But, it must be constructed within the 
allowable verticality provided in the specification or letter of 
construction design [15]. In order to effectively apply the 
proposed system to real suction bucket foundation 
construction, the time delay of verticality monitoring and the 
precision of the verticality are crucial. 

 

(a)  Soil box environment 

 

(b)  Automatic lifting cable control system 
Fig. 6.  Model experiment environment to demonstrate 
automatic lifting cable control system 

 

A. Time delay of verticality monitoring 

The time delay for data display is given by Equation (1), 
the time delay for 𝑇𝑇��� is given by Equation (2), the time delay 
for 𝑇𝑇�����  is given by Equation (3), and the time delay for 
𝑇𝑇���� is given by Equation (4). 

T � 𝑇𝑇��� � 𝑇𝑇����� � 𝑇𝑇����                  (1) 

Where, 𝑇𝑇��� denotes data calculate,  𝑇𝑇����� denotes data 
transfer 𝑇𝑇����denotes data display 

 

𝑇𝑇��� � 𝑇𝑇���� � 𝑇𝑇�� � 𝑇𝑇�����                 (2) 

Where, 𝑇𝑇���� denotes sensor, 𝑇𝑇�� denotes h/w line 
𝑇𝑇�����denotes controller application 

𝑇𝑇����� � 𝑇𝑇���� � 𝑇𝑇� � 𝑇𝑇����                 (3) 

Where, 𝑇𝑇���� denotes controller OS protocol stack, 
𝑇𝑇� denotes h/w medium 𝑇𝑇���� denotes server OS protocol 
stack 

𝑇𝑇���� � 𝑇𝑇����� � 𝑇𝑇���                    (4) 

Where, 𝑇𝑇����� denotes GUI application, 𝑇𝑇��� denotes 
monitor 
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𝑇𝑇���� is the time delay at which the sensor measures the 
verticality information. The sensor applied to our system 
operates at 50Hz, so it can read data every 20ms. 𝑇𝑇�� means 
the time delay for the sensed data to transmit the controller via 
the hardware line, which takes less than 1 psec. 𝑇𝑇����  and 
𝑇𝑇����  represent the time delay caused by transmitting and 
receiving data in the operating system. 𝑇𝑇�����  and 𝑇𝑇����� 
indicate the time delay resulting from data processing by the 
controller and PC. The CPUs of the APAX 5580 operates at 
1.7 GHz, and the PC can process more than 2000 instructions 
in about 1 µsec because the clock speed of the current CPUs 
used in PCs exceeds 2.0 GHz. 𝑇𝑇� indicates the time delay for 
the controller's data to be transmitted to the 3D GUI program. 
The transmission delay is about 11.8ms which measure by 
ping command in a wi-fi environment.  𝑇𝑇��� is the time delay 
for the monitor to display the data, which takes about 16ms 
because most monitors currently operate more than 60Hz. 
Accordingly, the proposed verticality monitoring system 
takes about 48.8ms from data acquisition to the verticality 
information display and can operate in real-time. 

B. Model Experiment 
Fig. 7 is an indoor model experiment of suction bucket 

penetration to demonstrate an automatic lifting cable control 
system. The model suction bucket measured a diameter of 
30cm and a length of 20cm. The soil box measured 80cm in 
width, length, and height. Standard sand was placed inside the 
soil box up to a height of 40cm, and then the soil box was 
filled with water to a depth of 30cm. Actuators were installed 
at four points on the top plate, and a two-axis tilt sensor was 
installed to check the tilt. To enable effective penetration, we 
first forced the model suction bucket into the ground for about 
10 cm. Subsequently, we conduct suction penetration with the  

automatic lifting cable control system automatic lifting cable 
control system. We confirmed that the verticality of the bucket 
was secured by operating the piston of the actuator according 
to the tilt state. The proposed system calibrated the verticality 
from 0.6° before suction penetration to 0.2° after penetration. 

IV. CONCLUSION 
In this paper, we propose an automatic lifting cable control 

system based on a real-time verticality monitoring system to 
secure the verticality of large circular steel pipes. The 
proposed system consists of a verticality monitoring system 
and an actuator control module. The verticality monitoring 
system minimizes the verticality error by setting the origin of 
the verticality when the sensor is horizontal. Furthermore, it 
can be utilized in various fields that require precise verticality 
such as bridge construction in addition to controlling the 
verticality of steel pipes as it offers various adjustable options 
according to the construction type. The actuator control 
module can secure the verticality quickly compared to existing 
techniques because it automatically adjusts the length of the 
lifting cable according to the tilt state. The proposed system 
also operates in real-time, and it has been demonstrated to 
secure precise verticality of less than 0.2° with model 
experiments. Therefore, it is effectively applicable to actual 
construction sites. In the future, the proposed system is 
expected to demonstrate its reliability through the actual 
suction bucket foundation construction in a real-sea 
environment. 
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Abstract— This research paper explores the utilization of 
marine specialized batteries in various marine devices to 
overcome the challenges posed by corrosion and damage caused 
by seawater. Two types of marine-specific batteries are 
investigated: seawater batteries and lithium-ion batteries. The 
specifications of these battery systems are presented, 
highlighting their capacities, dimensions, and weights. Real-sea 
experiments are conducted to evaluate the performance and 
functionality of marine devices equipped with these specialized 
batteries. The findings demonstrate the successful integration of 
the maritime specialized batteries in different marine 
applications, including light buoys, leisure vessels, and 
unmanned surface vehicles. The results reveal extended battery 
life, improved power output, and enhanced system stability, 
showcasing the potential of these batteries in addressing the 
limitations of existing battery technologies in the marine 
environment. 

Keywords—marine specialized battery, problems with 
existing battery, maritime application, stable power supply  

I. INTRODUCTION 
Lithium-based and lead-acid batteries are commonly 

employed in a wide range of battery-powered marine devices, 
including light buoys, marine unmanned vehicles, and electric 
propulsion ships. Unfortunately, the current batteries used in 
these applications face significant challenges such as 
corrosion and damage caused by seawater. As a result, they 
suffer from limitations such as shortened usage time, 
vulnerability to flooding, and the potential for environmental 
pollution due to hazardous material leakage [1, 2, 4]. In an 
effort to alleviate this issue, this paper introduces a maritime 
specialized battery. We demonstrate that the integration of this 
maritime specialized battery in various marine devices leads 
to improved performance and functionality [1, 4]. 

II. MARINE SPECIALIZED BATTERIES 
Within the demanding marine environments where marine 

devices are employed, extensive research is currently 
underway to develop maritime specialized batteries capable of 
withstanding the effects of seawater exposure. This research 
aims to address the challenges posed by corrosive conditions. 
Two distinct types of marine-specific batteries have emerged: 
seawater battery-based systems and lithium-ion battery-based 
systems [5]. 

A. Seawater battery 
Seawater batteries (SWBs) leverage the vast availability of 

seawater as a virtually limitless resource for the storage and 
generation of electrical energy. These batteries store electrical 
energy by harnessing the chemical reactions involving water 
and the sodium ions dissolved within the seawater. By 
utilizing the unique properties of seawater, SWBs offer a   

sustainable and efficient method of storing and producing 
electrical energy. [6]. 

 

Fig. 1.  Sewater battery as a marine-specific power source 

 

Fig. 2.  Seawater Battery specifications 

 

Fig. 3.  Marine-specific power supplies based on lithium-ion 
batteries 

 

Fig. 4.  Li-ion Battery Marine Power Supply Specifications 
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• The specifications of the seawater battery system 
designed for maritime applications are illustrated in 
Figure 2. The individual cell of the seawater battery 
possesses a capacity of 8Wh (2.8V, 3Ah) with 
dimensions measuring 160×181×230mm and 
weighing 0.95kg. Furthermore, the unit module of the 
seawater battery offers a capacity of 144Wh (12V, 
12Ah), featuring dimensions of 444×167×205mm and 
weighing 18kg. 

B. Lithium-ion battery 
Lithium-ion batteries are extensively employed due to 

their ability to be repeatedly used between 500 to 2000 cycles 
and their compact size and weight relative to batteries with 
similar capacities [3]. Notably, these batteries do not contain 
environmentally regulated substances such as cadmium, lead, 
or mercury. Moreover, they are free from the memory effect, 
which diminishes their rechargeable capacity over time. 
Additionally, lithium-ion batteries possess the advantage of 
delivering higher power output compared to conventional 
battery technologies [5]. 

• The specifications of the marine-specific lithium-ion 
battery-based system are presented in Figure 4. The Li-
ion battery cell within this system offers a capacity of 
11Wh (3.7V, 3Ah) with dimensions measuring 
18×70mm and a weight of 50g. Furthermore, the unit 
module of this battery system boasts a capacity of 
1.2kWh (12V, 40Ah) and features dimensions of 
360×120×230mm, weighing 13kg. 

III. MARINE APPLICATION TESTING EQUIPPED WITH MARINE 
SPECIALIZED BATTERIES 

In recent times, there has been a notable surge in research 
focused on diverse marine devices. This paper particularly 
highlights the introduction of marine-specific batteries in 
various marine applications, such as light buoys, vessels, and 
unmanned surface vehicles. 

A. Light buoys 
A light buoy serves as a navigational marker to guide ships 

along specific routes or waterways. However, existing light 
buoys often face the issue of frequent lights going out due to 
limited battery life. To overcome this challenge, we 
implemented marine specialized batteries [1, 4]. Four 
seawater batteries were installed, supplying 3.9V and 1A of 
power. Additionally, a remote control device was added to 
manage the lights from a distance. 

Through real-sea experiments, we found that the light 
buoy equipped with marine specialized batteries operated 
autonomously for four days without requiring any external 
power input. These results demonstrate the effectiveness of 
using marine specialized batteries in solving the battery life 
issue and improving the performance of light buoys in marine 
environments. 

B. Marine leisure vessels 
Existing leisure ships are commonly powered by internal 

combustion engines or batteries to drive their motors, leading 
to issues such as marine environmental pollution, noise, 
lengthy charging periods, durability problems, and fire 
hazards in the event of accidents. However, by implementing 
marine specialized batteries with hydrogen fuel cells as the 
primary energy source in a hybrid configuration, we have 
successfully mitigated the problem of marine pollution while 

resolving issues related to corrosion and failure caused by 
seawater [1, 3, 4]. 

During a real-sea test, a hybrid battery-powered ship 
demonstrated impressive performance. With five individuals 
on board, the hybrid system supplied a consistent 53.7V and 
56.3A of power, achieving a maximum power output of 
2.5kW, a top speed of 4 knots, and a cruising time of 4 hours. 
These results highlight the efficacy of the hybrid battery 
system in addressing the challenges associated with traditional 
power sources, paving the way for cleaner, more efficient, and 
reliable leisure ships in marine environments. 

 
Fig. 5.  Four seawater-based marine specialized batteries for 

light buoy  

 

Fig. 6.  Light buoy 

 
Fig. 7.  Seawater-based marine specialized batteries for 

marine leisure vessel 
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Fig. 8.  Marine leisure vessels 

 

Fig. 9. Seawater-based marine batteries (left) Lithium-ion-
based marine batteries (right) for unmanned water boat 

 

Fig. 10. Unmanned water boat 

C. Unmanned surface vehicle 
Unmanned surface vehicles (USVs) are marine unmanned 

vehicles designed for various maritime applications, including 
navigation, surveillance, and environmental data collection. 
The USV proposed in this paper is equipped with a hybrid 
system consisting of both lithium and seawater batteries, 
providing a voltage output of 21V to the entire system. In 
order to evaluate the performance of the unmanned watercraft, 

real-sea experiments were conducted, comparing parameters 
such as hull transmission, motor functionality, current flow 
method, battery operating time, attitude values (roll, pitch, and 
yaw), and system stability tests. 

The experimental results revealed that the targeted attitude 
values (roll, pitch, and yaw) were accurately measured even 
without the movement of the hull. Furthermore, the operation 
time of the communication equipment was quantitatively 
measured to be approximately 2 hours with a stable power 
supply, yielding a measured voltage of 20.26V and a 
continuous discharge current of 1.5A. These findings, 
demonstrate the successful integration of the hybrid battery 
system in the USV, showcasing its capability to meet the 
power demands and maintain system stability during real-sea 
operations. 

IV. CONCLUSION 
This paper introduces and evaluates the application of 

maritime specialized batteries in marine devices. The 
integration of seawater batteries in light buoys improved their 
performance, enabling extended operation without power 
input. The implementation of hybrid battery systems in leisure 
vessels mitigated marine pollution and addressed durability 
and safety concerns. The hybrid system in unmanned surface 
vehicles showcased accurate attitude measurement and stable 
power supply. Overall, the use of maritime specialized 
batteries offers enhanced performance, extended battery life, 
improved power output, and system stability, paving the way 
for cleaner and more efficient marine operations. Future work 
will focus on further optimization and exploration of these 
battery systems to enhance their capabilities and expand their 
applications in the maritime industry. 
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Abstract— This paper presents the development of an 
intelligent monitoring system aimed at tracking and predicting 
multiple indoor air pollutants in real-time. Leveraging 
advanced sensors, the internet-of-things (IoT), and a cloud-
based platform, the system enables continuous monitoring of 
controllable air quality parameters, including temperature, 
humidity, carbon dioxide (CO2), carbon monoxide (CO), and 
particulate matter (PM2.5, PM10) concentrations. The design 
principles, implementation strategies, and preliminary findings 
of our ongoing research are outlined. Despite being in the early 
stages, initial experiments showcase the system's potential to 
deliver timely feedback on indoor air quality, empowering 
proactive measures for ensuring healthier and more 
comfortable living and working environments. This work not 
only contributes to the field of indoor air quality monitoring but 
also paves the way for future advancements in intelligent, data-
driven approaches for air pollutant control systems.  

Keywords—indoor air quality, real-time, monitoring, Internet-
of-Things 

I. INTRODUCTION 
Indoor environments, such as homes, offices, schools, and 

other confined spaces, have become the primary settings 
where people spend the majority of their time, particularly in 
light of the Covid-19 pandemic. Regrettably, indoor air 
quality is frequently compromised by various factors, 
including inadequate ventilation, the presence of pollutants, 
and the accumulation of allergens. Subpar indoor air quality 
can give rise to an array of health issues, ranging from 
respiratory problems to allergies and even long-term chronic 
conditions. Consequently, ensuring optimal indoor air quality 
is of utmost importance, as it directly impacts human health, 
comfort, and productivity. The objective of this study is to 
develop an Internet-of-Things (IoT)-based indoor air 
monitoring system that enhances indoor environmental 
quality through continuous monitoring, prediction, and 
control, leveraging cloud computing and deep learning 
techniques. The use of various sensors based on the Internet 
of Things (IoT) and machine learning has become 
increasingly prevalent in monitoring and predicting indoor air 
quality [1]. Real-time measurements of indoor air pollutants 
have been taken using IoT applications, with 
recommendations made for improving ventilation and 
reducing indoor activities [2]. 

II. RELATED LITERATURE AND DESIGN PRINCIPLES 
Previous studies on indoor air quality assessment have 

often suffered from limitations such as a random selection of 
pollutants, short-term data collection, and data loss due to Wi-
Fi communication issues. Furthermore, these studies have 
often lacked data accessibility and an indoor air quality (IAQ) 
index, failing to capture the dynamic and real-time nature of 
indoor air quality variations. Consequently, occupants lack 
timely information to proactively address air quality concerns 
and improve the quality of the air they breathe. 

To address these shortcomings, this study focuses 
specifically on controllable pollutants, namely carbon dioxide 
(CO2), carbon monoxide (CO), PM10, PM2.5, as well as 
temperature and humidity. Unlike previous research, this 
study aims to collect data over a more extended period, 
spanning at least one full year, to obtain a comprehensive 
understanding of indoor air quality and develop an accurate 
IAQ index. Additionally, the proposed monitoring device 
incorporates redundant data saving mechanisms to prevent 
loss of collected information, ensuring data integrity and 
availability for users. 

Moreover, this ongoing work aims to achieve automated 
responses for improved indoor air quality management. The 
integration of the intelligent indoor air monitoring device with 
existing smart home systems will enable advanced 
functionalities in the future. For instance, in response to poor 
air quality, the device will have the potential to trigger the 
ventilation system to increase airflow or activate air purifiers 
to effectively mitigate pollutants. By continuously monitoring 
indoor air quality parameters, occupants will have the ability 
to optimize ventilation systems, adjust heating and cooling 
settings, and ultimately reduce energy consumption, while 
ensuring a healthy and productive indoor environment. 
Although the development of these automated responses is 
part of future work, the proposed system sets the foundation 
for achieving these goals, with the potential to significantly 
enhance indoor air quality management in the future. 

III. DEVICE DESIGN AND FUNCTIONALITY 
 In this section, key design principles and functionality of 
the proposed indoor air monitoring device are discussed.  
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A. Hardware 
The proposed device is equipped with a diverse array of 

sensors capable of measuring various crucial indoor air quality 
parameters, encompassing temperature, humidity, carbon 
monoxide (CO) and carbon dioxide (CO2) levels, as well as 
PM2.5 and PM10 concentrations. Through wireless 
communication, the device seamlessly transmits the collected 
data to a cloud-based platform, where cutting-edge data 
analytics techniques are employed to process and analyze the 
information in real time. This enables continuous monitoring 
and real-time analysis of indoor air quality. To ensure data 
integrity, the device incorporates local storage capabilities, 
safeguarding against potential network disruptions. The 
following components are listed in Table 1. 

TABLE I.  COMPONENTS OF THE DEVICE 

Component Function Parameters 
measured 

Raspberry Pi 4B (8GB) Microcontroller  

MH-Z19B Carbon dioxide sensor CO2 

CUBIC PM2008M Fine dust sensor PM2.5 
PM10 

DFROBOT SEN0377 Carbon monoxide 
sensor CO 

PIM458 Enviro+  Air quality sensor Temperature 
Humidity 

B. Implementation Strategy: Code Development 
The software architecture of the device is implemented 

using Python, a versatile programming language. The coding 
process entails the development of essential code modules and 
functions to fulfill the software requirements. For most of the 
sensors used, readily available Python libraries and modules 
are leveraged, simplifying the integration process. 
Additionally, specific functions are developed to calculate the 
Indoor Air Quality (IAQ) index and classify the IAQ status 
based on the Air Korea Guidelines. These functions ensure 
accurate and reliable acquisition of sensor data, accounting for 
potential error sources and handling data anomalies or 
outliers. Upon data collection, the device securely transmits 
the gathered information to both the cloud and an external SD 
card for further analysis and storage. The initial configuration 
of the device is visually depicted in Figure 1, providing an 
overview of its open design. 

 
Fig. 1. Device configuration 

C. Integration and Testing 
While the device is still in the early stages of 

development, initial demonstrate its capability for real-time 

monitoring. The device successfully captures variations in 
temperature, humidity, CO and CO2 levels, PM2.5 and PM10 
concentrations, providing real-time insights into the indoor 
environment's air quality. A screenshot of the cloud interface 
showing the received data from the Raspberry Pi is shown in 
Figure 2. 
 

 

 

 

 

 

 

 

 

Fig. 2. Data transfer from Raspberry Pi Terminal to AWS cloud platform 

IV. DISCUSSION AND FUTURE WORK 
This work-in-progress paper focuses on developing a 

device for the monitoring stage of indoor air quality 
assessment. The device successfully monitors air quality 
parameters, determines the air quality index, and transmits 
data to the cloud. The next steps include calibration and 
validation of the sensors, data analysis using deep learning for 
prediction, and integration into field experiments. The 
proposed intelligent indoor air monitoring device integrates 
advanced sensors, IoT capabilities, and deep learning 
techniques to provide real-time information on various air 
quality parameters. Its goal is to revolutionize indoor air 
quality monitoring, enhance control and management, and 
contribute to healthier living and working environments. 
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Abstract— This paper presents a novel early warning system 
designed to detect window breakage and ensure the safety of 
occupants in coastal cities during typhoons. The system 
comprises two main processes: the warning process and the 
unalert process. In the warning process, an audible alarm and 
LED indicator are activated when the stress and natural 
frequencies detected surpass 70% of the window glass fracture 
stress and natural frequencies, respectively. In contrast to 
existing window break detection systems, the proposed system 
prioritizes early warnings, thereby mitigating the potential risks 
of personal injury and property damage resulting from 
shattered windows. Experimental validation of the proposed 
system is conducted using two different window sizes. 

Keywords— early warning, window break, detection system, 
safety, typhoon, coastal cities. 

I. INTRODUCTION 
In recent years, the frequency of typhoons, powerful 

tropical cyclones characterized by strong winds, has increased 
due to climate change [1]. These typhoons predominantly 
impact the northwest Pacific Ocean region, including East 
Asian nations like South Korea [2]. The strong winds result in 
significant damage, not only to load-bearing structural 
elements but also to envelope structures such as windows. The 
destruction of windows not only leads to economic losses but 
also disrupts and endangers people's lives [3]. Research [4] 
indicates a growing number of incidents in South Korea where 
exterior materials, including window, have fallen off 
buildings due to strong winds. Aging apartment, lack of 
structural monitoring, and insufficient sealant are some of the 
contributing factors to the detachment window. 

Over the five-year period, South Korea experienced 24 
typhoons, averaging 4.8 typhoons per year [5], exceeding the 
normal occurrence rate of 3.1 per year. The wind speed 
intensity resulting from typhoons has progressively increased, 
from 144.67 km/h in 2019 to 200 km/h in 2022 [6]. 
Noteworthy typhoon-induced incidents include a Seogwipo 
resident being hospitalized in 2014 due to Typhoon Nakri 
shattering a window [7], the windows of a Haeundae building 
in Busan being broken by Typhoon Kong-rey in 2018 [8], and 
a large glass window in Busan being shattered by Typhoon 
Tapah in 2019, resulting in it falling on the sidewalk below 

[9]. In 2020, broken store windows were reported in Seogwipo 
and Jeju City during Typhoon Bavi [10], and Typhoon 
Maysak caused at least two deaths in Busan due to broken 
windows [11]. The rising frequency of high-intensity 
typhoons in the Pacific Ocean [12] and the escalating cost of 
typhoon-related damages in South Korea, which increased 
from 0 KRW in 2017 to 222.54 billion KRW in 2020 [13], 
highlight the need for risk assessment of structures vulnerable 
to strong winds. 

A window break detection system has been developed that 
is capable of providing an alarm signal upon detecting a 
broken window [14–15]. However, to further enhance the 
safety of occupants, there is a need for an early warning 
detector system. In this study, a novel early warning window 
break detection system is proposed to mitigate the risk of 
injuries or property damage caused by broken windows during 
typhoons. 

II. EARLY WARNING WINDOW BREAK DETECTION SYSTEM 
Every material has a natural frequency, which is the 

frequency at which it vibrates when excited. Our proposed 
system utilizes a piezoelectric sensor to detect stress and 
monitor natural frequencies resulting from wind loads. This 
cost-effective system maintains the aesthetic integrity of the 
window by putting the sensor in each window edge where the 
vibrations are most effectively transmitted, as shown in Fig. 1. 
To anticipate window breakage, stress and natural frequency 
thresholds are established. Increasing stress and shifting 
natural frequencies indicate glass weakening and an elevated 
risk of breakage. 

Table I presents the equipment list and budget. The 
electronic circuit setup presented in Fig. 2 includes an Arduino 
as the controller and a piezoelectric, which will generate a 
voltage when it is physically deformed by a vibration, as the 
sensor. The Arduino receives and processes data from both 
sensors using its built-in programming capabilities. This 
processed data can be utilized to trigger different actions or 
responses, such as sending notifications through sound and 
light. Additionally, the proposed system's framework and 
flowchart are illustrated in Figs. 1 and 2, respectively. 

 

27 ICMIC 2023



 

TABLE I.  EQUIPMENT LIST AND BUDGET 

No. Equipment Quantity Remarks Total 
Price 

1 Arduino Uno R3 1 Mini-PC KRW 
28,000 

2 
Ceramic Piezoelectric 
Buzzer 27mm [FQ-

076] 
4 Sensor KRW 

720 

3 
5 Pi High Brightness 

LED Translucent 
[5R3HT-10] 

3 Alarm 
system 

KRW 
210 

4 IMTI2D2001AP 1 Alarm 
system 

KRW 
290 

5 
Socket jumper cable 

40P (color) (F/F) 10cm 
[CH254] 

40 Connector KRW 
700 

6 
Socket jumper cable 
40P (color) (M/F) 

10cm [CH254] 
40 Connector KRW 

700 

7 BC337 Transistor 5 Connector KRW 
300 

8 1/2W 1% Axial 
Resistor 102F (1KΩ) 20 Connector KRW 

100 

9 MCP3008-I/P 1 Connector KRW 
5,700 

10 Breadboard 400-pin 
Half Size Breadboard  4 Connector KRW 

2,800 

Grand Total Price KRW 
39,520 

 
Fig. 1. Proposed system framework 

 
Fig. 2. Electronic circuit setup 

 
Fig. 3. Proposed system flowchart 

III. EXPERIMENTAL PROGRAM 
A simplified building model is employed, utilizing 

window glass panels of two different sizes: 1 m × 1 m and 0.5 
m × 0.5 m, both having a thickness of 5 mm. The simplified 
model takes the form of a foam cube, wherein the window 

glass is positioned on one of the faces, as depicted in Fig. 4. 
The properties of the window glass are detailed in Table 2. 

The stress threshold utilized for the proposed window 
design is determined based on a comprehensive full-scale 
glass window experiment conducted by [16] under the support 

28



of the Korea National Disaster Management Research 
Institute. This experiment covered various thicknesses, 
reinforcements, and installation conditions. However, for the 
purposes of this paper, only a specific type of window with a 
thickness of 5 mm is considered. The fracture stress obtained 
from the experiment, specifically for the 5 mm-thick window 
glass, amounted to 4263 Pa. Additionally, the natural 
frequency threshold is determined by calculating the natural 
frequency of the glass as presented in (1) based on [17] in 
accordance with its characteristic properties. Both the stress 
and natural frequency thresholds are established at 70% of the 
fracture load and the calculated natural frequency, 
respectively. 

 fnatural = () (K/M) () 

where fnatural is the natural frequenzy (Hz), K is the stiffness of 
the structure (N/m), and M is the mass of the structure (kg). 

The experiment will be conducted in a consistent location 
for both window glass sizes, utilizing the proposed system. 
Prior to conducting the experiment, the defined threshold will 
be allocated to the proposed model. The reading from the 
sensor will be calibrated to the windspeed which is provided 
by the open data source from [18]. 

TABLE II.  WINDOW GLASS PROPERTIES 

Properties General window glass 

Density (kg/m3) 2500 

Hardness 6 – 7 

Young’s modulus (N/mm2) 7.35 × 104 

Coefficient of linear expansion (strain/ºC) 9.54 

Thermal conductivity (W/mºC) 0.60 

 

Fig. 4. Simplified building model 

IV. RESULTS AND DISCUSSIONS 
The piezoelectric sensor was used to collect data from two 

different window sizes: 0.5 m × 0.5 m and 1 m × 1 m, as 
depicted in Figs. 5 and 6, respectively. The data collection 
process for the and 0.5 m × 0.5 m cm window size lasted 
approximately 45 minutes. The collected data exhibited 
discernible patterns at specific times, indicating variations in 
the load experienced by the sensor due to changes in wind 
speed during the data acquisition period. Higher sensor 

readings corresponded to increased stress from external loads, 
while lower readings indicated reduced stress. These findings 
demonstrate the sensor's capability to accurately detect 
changes induced by external forces. 

 
Fig. 5. Data reading from all sensors in case of 0.5 m × 0.5 m window size 

In Fig. 6, corresponding to the 1 m × 1 m window size 
case, the sensor readings exhibited a similar pattern to the 
previous case. The data collection duration for this case was 
approximately 15 minutes. The observed data pattern 
displayed a distinct trend at specific time intervals, reflecting 
the pressure experienced by the sensors. The purpose of 
employing different window sizes was to investigate whether 
variations in data readings would occur. However, it was 
found that the sensor readings from the different window sizes 
were nearly identical. These results suggest that, in real-world 
deployment scenarios, the window size does not significantly 
impact the sensor's readings. 

 Moreover, in both cases, the sensors positioned at each 
corner of the window exhibited similar readings, indicating 
consistent data across the different sensor locations. The 
placement of sensors in each corner was primarily intended to 
detect variations in stress levels that could arise during 
typhoon events. 

 
Fig. 6. Data reading from all sensors in case of 1 m × 1 m window size 

In future studies, we aim to calibrate our sensor readings 
using wind speed data obtained from [18]. The primary 
objective of calibration is to enhance the comprehensiveness 
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and meaningfulness of the collected data. By establishing a 
direct correlation between our sensor readings and the stress 
levels over time, the calibrated data will provide more 
accurate and valuable insights. This calibration process will 
enable us to refine our understanding of the relationship 
between sensor readings and the corresponding wind speeds, 
ultimately improving the reliability and applicability of our 
sensor data in assessing stress variations. 

V. CONCLUSIONS 
In conclusion, this paper presents a novel early warning 

system designed to detect window breakage during typhoons, 
with a focus on ensuring the safety of occupants in coastal 
cities. The system incorporates a warning process and an 
unalert process, where an audible alarm and LED indicator are 
activated when stress and natural frequencies detected surpass 
predefined thresholds. By prioritizing early warnings, the 
proposed system mitigates the potential risks of personal 
injury and property damage resulting from shattered windows. 
Experimental validation of the system using different window 
sizes confirmed its effectiveness in detecting changes in stress 
levels and natural frequencies induced by external forces. 
Moreover, the study demonstrated that the location of the 
sensors within the window had consistent readings, 
highlighting the system's reliability in detecting stress 
variations. 

For future studies, our research aims to calibrate the sensor 
readings using wind speed data from [18]. This calibration 
process will establish a direct correlation between the sensor 
readings and the stress levels over time, enabling more 
comprehensive and meaningful data analysis. By refining our 
understanding of the relationship between sensor readings and 
wind speeds, we can improve the reliability and applicability 
of our sensor data in assessing stress variations. The calibrated 
data will provide more accurate insights and contribute to a 
more comprehensive risk assessment of structures vulnerable 
to strong winds. Overall, the proposed early warning system 
offers a promising approach to enhancing the safety of 
occupants during typhoons and can serve as a foundation for 
further research in the field of structural monitoring and risk 
mitigation. 
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Abstract— Crowd crush disasters are of significant concern 
for public safety. Stadiums, known for hosting large-scale events 
with massive crowds, are susceptible to crowd disasters. This 
study proposes a crowd detection system that addresses the 
accuracy limitations of vision-based technologies, such as CCTV. 
To improve accuracy, piezoelectric sensors are integrated 
alongside CCTV monitoring. These sensors accurately detect 
human walking pressure, while CCTV provides visual 
information. By analyzing the temporal characteristics of both 
data sources, data fusion enhances crowd monitoring. This 
approach offers a novel method to effectively monitor crowd 
dynamics, enabling timely intervention and prevention of crowd 
crush situations. The system contributes to public safety by 
overcoming accuracy drawbacks and ensuring comprehensive 
crowd monitoring. 

Keywords— crowd monitoring, CCTV, piezoelectric sensor, 
data fusion. 

I. INTRODUCTION  
Crowd crush is a phenomenon that occurs when the 

density of people in an area is high enough to put pressure on 
individuals that can cause the crowd to collapse on itself, 
causing each person to experience injuries or difficulty of 
breathing, among others. The crowd crush incident, sourced 
from multiple references [1,2],  has been categorized as one 
of the most fatal events in history, considering its occurrence 
in various locations.  Among all the locations, stadiums are 
classified in the top 3 most frequent locations where the 
crowd crush incidents have taken place after open areas and 
indoor building, respectively.  With the increasing number of 
incidents each century, crowd crush remains an important 
area of study.  

 
Fig. 1. Locations of deadliest crowd crush events in history 

Several crowd detection systems [3,4]  which have been 
studied include the use of vision-based technology (CCTV, 
drone, satellite), wireless based technology (RFID tag, 
mobile phone, Wi-Fi, Bluetooth), and social-media and web 
data mining based. Among them, vision-based systems using 
camera and CCTV have been widely used and developed as 
it is one of the oldest technologies in this domain. However, 
the use of cameras alone has some shortcomings in case of 
calculating the number of crowds. The system might 
encounter the loss of vision due to the brightness of the 
environment. Furthermore, the loss of vision can also be 
caused by the device position, overlapping object, and 
occlusion, hence the accuracy might decrease with the 
increase of crowd density [3,4,5]. To overcome this issue, the 
simultaneous use of other sensors alongside the use of camera 
is becoming more common. Some of them used the 
combination of camera and Wi-Fi signal strength 
measurement to increase the accuracy [6,7]. However, the use 
of Wi-Fi technology has also its drawback due to some 
uncertainties whether the Wi-Fi is switched on or if one 
person brings any or more than one mobile devices.  

This study attempts to address the issue of occlusion by 
using piezoelectric sensor in combination of computer vision. 
By using this sensor, the crowd’s pressure data in a certain 
area can be added into the computer vision data to verify the 
number of people in the area and increase accuracy.  

II. METHODOLOGY 

A. Crowd Monitoring System Design 
We initiated an outline of technical aspect to monitor the 

crowd is depicted in Fig 1. In this study, a camera and a 
piezoelectric sensor were used as crowd monitoring devices. 
The end goal is to come up with a monitoring system that 
signals when the density in an area of interest reaches certain 
thresholds based on the Guide of Safety at Sport Grounds 
(2008), the criteria of crowd evacuation stability [8]: 

• Stable: D ≤ 4 NP/meter2  

• Critical stable:  4 NP/meter2 ≤ D < 7 NP/meter2  

• Unstable, 7 NP/meter2 < D 
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Fig. 2. Proposed reasearch scheme 

To simulate the floor cover of a stadium gate, we have 
employed an acrylic panel with a 5 mm thickness and the 
dimension of 300 mm x 300 mm. In order to simulate the 
pressure of human footstep, we worked with 3 dolls, each with 
a mass of 35 grams. All the equipment would be linked into a 
personal computer and a microSD would be used to save the 
signal. Fig 3 is the setting arrangement for the small-scale 
crowd monitoring system.   

Fig. 3. Propose setting arrangement for small-scale crowd monitoring 
system 

B. Image  Processing 
YOLOv4 was selected to implement the image processing 

phase of this study. YOLOv4 is a deep learning model used 
for object detection, one that is widely used for crowd 
counting. Figure 4 shows the YOLOv4 workflow with three 

main parts: backbone, neck, and head. The backbone is where 
features from the input image are extracted. At the neck, the 
extracted features are combined for a more thorough 
interpretation of the input image. The head takes the neck 
output for predicting the classes of the objects detected in 
bounding boxes. 

 
Fig. 4. YOLOv4 architecture one-stage detector 

C. Vibration Signal Using Piezoelectric Sensor and 
Microcontroller 
Our method, as depicted in Figure 3, utilizes a single 

piezoelectric sensor to detect footsteps and compensate for the 
camera's inaccuracies in identifying individuals at the gate. 
The sensor's high accuracy in detecting human walking 
pressure, exceeding 90% [9,10], makes it an ideal choice for 
our approach. We also utilized the aforementioned sensor to 
detect human footprints. In contrast to previous studies, an 
oscilloscope and signal generator was occupied [11] however, 
we used an Arduino-based microcontroller (ATmega328p) 
connected to a personal computer to display the process 
collecting the signal. The sampled signal was converted into 
range of voltage representing footprint generated by dolls 
stomping.  

III. EXPECTED RESULT 

A. RGB Camera Data 
YOLOv4 has been used to data processing for video 

camera. as can be seen in Fig. 5, YOLOv4 recognizes people 
and other objects from an RGB camera. If the distance 
between populations is less than 7NP/meter², people are well 
recognized, but if it is greater than that, the recognition 
number will fail. To do this, the area of the location of interest 
is fed into the code to compute the crowd density per unit of 
time. 

 
Fig. 5. Object detection using YOLOv4 

B. Piezoelectric Sensor Data 
The result of the experiment explained in section II shows 

a notable distinction in the voltage values generated by 1, 2, 
and 3 dolls. This finding strongly suggests the potential use 
of piezoelectric sensors as crowd detectors.
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Fig. 6. Signal Processing from piezoelectric sensor for (a) 1 doll, (b) 2 dolls, 
and (c) 3 dolls 

In the scenario where one doll is placed on the plate, a 
voltage of below 20mV is generated. When two dolls are 
present, the voltage mostly remains below 50mV, and with 
three dolls, it similarly stays below 70mV. This observation 
suggests that the average voltage can potentially provide 
information about the number of people. The collected signal 
data, as depicted in Fig. 5, undergoes analysis to extract 
relevant features and effectively handle outlier. Peak voltage 
value serves as one of the significant features that can be used 
to identify the number of people generating the signal. If the 
distance between the population is greater than 7NP/meter², 
the number of people measured by the piezoelectric sensor 
and the number of people recognized by the camera is 
compared, and the difference is determined that the camera 
does not recognize the person and finds the person. 

 

 
Fig. 7. Fusion Algorithm for vision based technology, and piezoelectric 
device.  

IV. CONCLUSION AND FUTURE WORK 
This study proposes a crowd monitoring system involving 

computer vision and piezoelectric sensors, wherein the camera 
detects people in a crowd and the piezoelectric sensors detect 
the pressure of human footsteps, which is then associated with 
a number of people. This was done to address the issue of 
occlusion, or the blocking of people by other people as a 
limitation of the camera field of view and location. Currently, 
the system is able to detect and track people from a camera 
video. 

There are several potential avenues for future research in the 
field. Some aspects that upcoming research must be 
considered, include: 

1. Applying the Kalman Filter algorithm [12] for data 
processing. The technique offers a recursive 
approach to estimate the state of a dynamic system, 
even in the presence of uncertainty. This widely-
used and valuable estimation method is particularly 
well-suited for implementation in linear systems 
due to its simplicity. However, when dealing with 
nonlinear systems, the recommended choice is to 
implement the extended version of Kalman filtering 
known as the Modification Kalman Filter. 

2. Previous research has already explored wiring 
techniques in tile floors such as the development of 
a Smart Carpet system [13]. Building upon these 
existing findings, our future work aims to enhance 
and implement innovative wiring solutions that 
enable seamless integration of technology within 
floor surfaces. 
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Abstract—This study considers a maritime Internet of Things
(IoT) network, where a high-altitude platform (HAP) is deployed
to serve the IoT devices (IoTDs) on sailing ships. Here, the HAP
allocates its communication resource to the ships using frequency
division multiple access (FDMA), and IoTDs on each ship
share the same communication resource allocated for their ship
using non-orthogonal multiple access (NOMA). Accordingly, we
formulate an optimization problem to maximize the system sum
rate by optimizing the resource allocation at HAP and transmit
power at IoTDs. Then, we propose a deep reinforcement learning
(DRL) framework that applies the deep deterministic policy
gradient algorithm to decide the variables. The simulation results
illustrate the proposed algorithm’s convergence and performance
under various environmental parameters.

Index Terms—maritime IoT networks, high-altitude platform,
multiple access, deep reinforcement learning

I. INTRODUCTION

Recently, maritime activities such as maritime tourism,
oceanic mineral research, and offshore fishing have grown sig-
nificantly, creating a demand for IoT services [1]. In response
to this observation, aerial radio access networks emerge as a
potential option for supplementing terrestrial communication
systems, which support global access, including maritime
communications [2]. Therefore, the research on maritime IoT
networks with the assistance of aerial networks has increased
recently [3]–[5]. In particular, the work in [3] considered a
combined satellite-terrestrial communication infrastructure to
assist intelligent vessel traffic services. The authors introduced
a two-phase data-driven machine learning framework aimed
at improving the quality of vessel trajectory records obtained
from automatic identification system networks. The authors
in [4] also investigated a maritime IoT system with the
combined satellite-terrestrial automatic identification system
base stations, where they proposed a long short-term memory-
based prediction framework that predicts the spatiotemporal
vessel trajectories. In [5], the authors considered a maritime
IoT network with the help of an unmanned aerial vehicle

This research was supported by the MSIT(Ministry of Science and ICT),
Korea, under the ITRC(Information Technology Research Center) support
program(IITP-2023-RS-2023-00258639) supervised by the IITP(Institute for
Information & Communications Technology Planning & Evaluation).

(UAV), where unmanned surface vehicles (USVs) offload their
tasks to the UAV using NOMA. They focused on a problem
that minimizes energy consumption by optimizing resource
allocation for computing, USVs offloading strategy, transmit
power, and UAV trajectory with the latency requirement.
Multiple access techniques such as NOMA are crucial in
the next-generation network. However, to the best of our
knowledge, the consideration of multiple access techniques in
maritime IoT networks is still limited. Therefore, in this work,
we study a multiple access scheme that combines FDMA and
NOMA in a maritime IoT network with the assistance of a
HAP. The main contribution of our work are summarized as
follows:

• We investigate a HAP-enabled maritime IoT network
scenario, where a multiple access scheme that combines
FDMA and NOMA is introduced. Here, we formulate a
maximization problem of system sum rate where the com-
munication resource allocation at HAP and the transmit
power at IoTDs are considered optimization variables.

• To address the issue, we present a deep reinforcement
learning framework that uses the deep deterministic pol-
icy gradient algorithm to determine optimization vari-
ables, where problem constraints are satisfied using the
softmax function.

• To analyze the system performance, we simulate a sce-
nario with the variation in the environmental parameters.
The outcomes of the simulation reveal how the proposed
algorithm achieves convergence and demonstrates system
performance across a range of parameters.

The rest of this work are arranged as follows. We formulate
the problem in Section II, where the proposed framework
is introduced in Section III. The simulation is presented in
Section IV. Section V concludes this work.

II. PROBLEM STATEMENT

We consider the uplink communication in a HAP-enabled
maritime IoT network system shown in Fig. 1, where the
HAP serves N ships sailing on the sea. At each ship n, n ∈
N ≜ {1, 2, . . . , N}, Kn IoTDs connect to the HAP, which
form a virtual cluster. Accordingly, the HAP simultaneously
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Fig. 1: HAP-Enabled Maritime IoT Network System.

serve N clusters, each has K IoTDs. To enhance the uplink
communication performance, we deploy a multiple access that
combines the FDMA and NOMA to the system, where the
HAP divides its communication resource into N sub-channels,
each for one cluster. In each cluster n, Kn IoTDs share the
same communication resource intended for their ship, which is
enhanced by applying the NOMA technique. We consider the
HAP to have perfect channel state information (CSI), allowing
it to progressively decode each message after receiving them
from IoTDs using the successive interference cancellation
(SIC) technique [6]. Without sacrificing generality, we choose
the decoding order following the channel gains between IoTDs
and HAP in descending order [7]. As the air-to-ocean com-
munication, the channel between k−th IoTD in cluster n and
HAP is considered as the Line-of-Sight (LoS) propagation,
where the channel gain can be expressed as [8]

h(n,k) =
h0

dα(n,k)
, (1)

where h0 denotes the channel gain of LoS propagation at
the reference distance d0 = 1m and α denotes the path loss
exponent.

Accordingly, considering IoTDs in cluster n are ordered
based on the descending order of channel gain, i.e., h(n,1) ≥
h(n,2) ≥ · · · ≥ h(n,Kn), the transmission rate of k−th IoTD
in n−th cluster is calculated as

r(n,k) = fnB log2

(
1 +

p(n,k)h(n,k)∑Kn

i=k+1 p(n,i)h(n,i) + σ2

)
, (2)

where B denotes the HAP communication bandwidth, fn is
the fraction of the HAP bandwidth allocated to cluster n, p(n,k)
is the corresponding transmit power, and σ2 is the power of
the additive white Gaussian noise.

This study aims to maximize the sum rate of all IoTDs in
all cluster by optimizing the resource allocation at HAP and
the transmit power of IoTDs. By denoting F = {fn, n ∈
N},P = {p(n,k), n ∈ N , k ∈ {1, 2, . . . ,Kn}}, we formulate
the system sum rate maximization problem as

(P) : max
F,P

∑
n∈N

Kn∑
k=1

r(n,k), (3a)

s.t.
∑
n∈N

fn = 1, (3b)

p(n,k) ≤ Pmax,(u,k), (3c)

where the constraint in (3b) indicates that the sum of allocated
resource cannot exceed the resource capacity at HAP, and
constraint (3c) is to ensure the maximum transmit power
of each IoTD. Due to the non-convex constraint in (3b)
and the massive number of real-time observations from the
dynamic environment, it is demanding to address the problem
using traditional methods. Therefore, we introduce a DRL
framework for solving the optimization problem.

III. PROPOSED DRL FRAMEWORK

We model the problem as a reinforcement learning (RL)
model [9], with HAP acting as the RL agent and the entire
system acting as the environment. Here, we define the state
space, action space, and reward function at each time slot t as
follows.

• State space: The state space indicates the environment
observation affecting the model’s reward. Therefore, in
this work, we define the state space including all IoTDs’
channel gain information:

s[t] = {h(n,k)[t], n ∈ N , k ∈ {1, 2, . . . ,Kn}}. (4)
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Algorithm 1 Proposed DRL-based Algorithm
1: Initialize environment and neural networks.
2: for e ∈ E do
3: Obtain the first state s[t].
4: while in episode do
5: Interactive process:
6: Determine action a[t] using main actor network.
7: Calculate p′(n,k) and f ′

n.
8: Perform p′(n,k), f

′
n → obtain s[t+ 1], r[t].

9: Store {s[t], a[t], r[t], s[t+ 1]} into buffer for training.
10: Update state s[t] ← s[t+ 1].
11: Training process:
12: Get random sample batch form buffer.
13: Update parameters θµ and θQ by (7) and (8).
14: Update parameters of target networks by (9).
15: end while
16: end for
17: return the trained actor networks θµ

∗
.

• Action space: It contains all optimization variables the
agent has to decide at each time slot, which includes
resource allocation and transmit power variables:

a[t] = {F [t],P[t]}. (5)

• Reward function: The reward at each time slot is defined
by the system sum rate, which is calculated as

r[t] =

Kn∑
k=1

r(n,k). (6)

To decide the action, we apply the deep determinis-
tic policy gradient algorithm to train the agent, which in-
cludes four neural networks: main and target actor networks(
µ(s|θµ) and µ′(s|θµ′

)
)

, and main and target critic networks(
Q(s, a|θQ) and Q′(s, a|θQ′

)
)

, where θµ, θµ
′
, θQ, θQ

′
are the

corresponding networks parameters [10]. The agent observes
the environment’s state and decides the action using the main
actor network, which parameters are trained by the policy
gradient:

∇θµJ =
1

B

B∑
i=1

(
∇aQ(s, a|θQ)|s=si,a=µ(si)∇θµµ(si|θµ)

)
,

(7)
where B and si denote the size and the state in sample
i of the training sample batch, respectively. The the main
critic network parameters are updated by minimizing the loss
function given as

L =
1

B

B∑
i=1

(
yi −Q(si, ai|θQ)

)2
, (8)

where yi = ri + γQ′
(
s′i, µ

′(s′i|θµ
′
)|θQ′

)
, γ ∈ [0, 1] denotes

the discount factor, ai, s′i, and ri are action, next state, and
reward in sample i of the sample batch. The parameters of
target networks are calculated according to a soft update:

θµ
′
← τθµ + (1− τ)θµ

′
,

θQ
′
← τθQ + (1− τ)θQ

′
,

(9)
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Fig. 2: Training convergence.

where τ denotes the soft update coefficient. In addition, the
training process explores the samples via additional noise to
the actor policy as follows:

a[t] = µ(s[t]|θµ) +OU [t], (10)

where OU(t) follows the Ornstein-Uhlenbeck process. The
action determined from the neural network can be scale to a
specific value range by activation function. Due to constraint
(3c), we scale the range of action to the interval [0, 1], the
decided transmit power is then calculated as

p′(n,k) = p(n,k)Pmax,(u,k), (11)

where p(n,k) ∈ [0, 1] is determined from the main actor
network. Furthermore, to satisfy the constraint (3b), we apply
the softmax function to the resource allocation variables, the
decided resource allocation can be expressed as

f ′
n = softmax(f)n =

efn∑
i∈N efi

, (12)

where f = {fn, n ∈ N}. Consequently, Algorithm 1 depicts
the proposed algorithm, which runs over the E episodes.
In each interactive step, the agent observe the environment
state s[t], determines the action by using the main actor
network as in (10). Then, the transmit power and resource
allocation variables are calculated according to (11) and (12)
to satisfy the problem constraints. Accordingly, the agent
performs decided variables and get the reward and the next
state. The environment state is then updated for the next
interaction. Besides, a tuple of experience is put into a buffer
after each interaction for preparing samples for the training
process, where the neural networks’ parameters are updated.
Finally, the trained main actor network is obtain to interact
with the environment.

IV. PERFORMANCE EVALUATION

In this section, we simulate a scenario including 5 ships,
each containing 40 IoTDs, to evaluate the proposed framework
performance, the HAP serves a range of 500 (meters) radius
at an altitude of 20 (Km). The other parameters are set as:
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Fig. 3: Performance evaluation results.

h0 = −30 (dBm), α = 2, σ2 = −174 (dBm/Hz). The
communication bandwidth varies from 5 to 30 MHz, the
maximum transmit power of each IoTD is in the range between
2 (dBm) and 22 (dBm). Furthermore, we define a random
scheme to compare the performance of the proposed algorithm.
The random scheme is defined as

• Random scheme (RS): Instead of using the actor network,
this scheme chooses the action randomly.

First, we analyze the convergence of the proposed algo-
rithm, where the neural networks are built with two hidden
layers, with the number of nodes in the first and second layers
being 512 and 256, respectively. The other parameters are set
as: actor learning rate = 0.001, critic learning rate = 0.01,
γ = 0.99, τ = 0.1, B = 16, buffer size = 50000. We train
the model for 500 episodes, each has 100 steps, the training
result is shown in Fig. 2. The model converges after about 300
episodes, where its reward is stable after this point and hits a
value of 6.82× 109.

Next, we evaluate the system’s performance with the varia-
tion of environmental parameters, the results are illustrated in
Fig. 3. As shown in Fig. 3a, the system sum rate increases with

the rise in bandwidth, where it gains about four times when
expanding bandwidth from 5 (MHz) to 30 (MHz). In Fig. 3b,
we illustrate the change in system sum rate when increasing
the maximum transmit power of IoTDs from 2 (dBm) to
22 (dBm). As a result, the system sum rate rises when the
transmit power increases, rising by about 39 (Mbits/s) as the
power gains by 4 (dBm). Besides, the proposed scheme’s
performance consistently outperforms the RS in both results.

V. CONCLUSION

This study considered a maritime IoT network scenario,
where a HAP hovers in the sky and serves IoTDs in sailing
ships. Here, we investigated multiple access that combines the
FDMA and NOMA techniques to assist uplink communica-
tion. In such a system, we formulated a problem of maximizing
the system sum rate by optimizing the communication resource
allocation at HAP and the transmit power of IoTDs. To resolve
the problem, we proposed a DRL framework that applied the
deep deterministic policy gradient algorithm. The simulation
results analyzed the proposed algorithm’s convergence and
performance with different environmental parameters.

REFERENCES

[1] T. Wei, W. Feng, Y. Chen, C.-X. Wang, N. Ge, and J. Lu, “Hybrid
satellite-terrestrial communication networks for the maritime internet of
things: Key technologies, opportunities, and challenges,” IEEE Internet
of Things Journal, vol. 8, no. 11, pp. 8910–8934, 2021.

[2] N.-N. Dao, Q.-V. Pham, N. H. Tu, T. T. Thanh, V. N. Q. Bao, D. S.
Lakew, and S. Cho, “Survey on aerial radio access networks: Toward a
comprehensive 6g access infrastructure,” IEEE Communications Surveys
& Tutorials, vol. 23, no. 2, pp. 1193–1225, 2021.

[3] R. W. Liu, J. Nie, S. Garg, Z. Xiong, Y. Zhang, and M. S. Hossain,
“Data-driven trajectory quality improvement for promoting intelligent
vessel traffic services in 6g-enabled maritime iot systems,” IEEE Internet
of Things Journal, vol. 8, no. 7, pp. 5374–5385, 2021.

[4] R. W. Liu, M. Liang, J. Nie, W. Y. B. Lim, Y. Zhang, and M. Guizani,
“Deep learning-powered vessel trajectory prediction for improving smart
traffic services in maritime internet of things,” IEEE Transactions on
Network Science and Engineering, vol. 9, no. 5, pp. 3080–3094, 2022.

[5] L. P. Qian, H. Zhang, Q. Wang, Y. Wu, and B. Lin, “Joint multi-domain
resource allocation and trajectory optimization in uav-assisted maritime
iot networks,” IEEE Internet of Things Journal, vol. 10, no. 1, pp. 539–
552, 2023.

[6] Y. Liu, Z. Ding, M. Elkashlan, and H. V. Poor, “Cooperative non-
orthogonal multiple access with simultaneous wireless information and
power transfer,” IEEE Journal on Selected Areas in Communications,
vol. 34, no. 4, pp. 938–953, 2016.

[7] V. D. Tuong, T. P. Truong, T.-V. Nguyen, W. Noh, and S. Cho, “Par-
tial computation offloading in noma-assisted mobile-edge computing
systems using deep reinforcement learning,” IEEE Internet of Things
Journal, vol. 8, no. 17, pp. 13 196–13 208, 2021.

[8] T.-H. Nguyen, T. P. Truong, N.-N. Dao, W. Na, H. Park, and L. Park,
“Deep reinforcement learning-based partial task offloading in high
altitude platform-aided vehicular networks,” in 2022 13th International
Conference on Information and Communication Technology Conver-
gence (ICTC), 2022, pp. 1341–1346.

[9] R. S. Sutton and A. G. Barto, Reinforcement learning: An introduction.
The MIT Press, 2018.

[10] T. P. Lillicrap, J. J. Hunt, A. Pritzel, N. Heess, T. Erez, Y. Tassa,
D. Silver, and D. Wierstra, “Continuous control with deep reinforcement
learning.” in ICLR (Poster), 2016.

38



CNN and RNN Based Deep Learning Methods for
Fish’s Appetite Detection

Agape D’sky‡, Infall Syafalni‡§, Nana Sutisna‡§, Hadi Hariyanto¶, Trio Adiono‡§, and Yeon Ho Chung ∥
‡School of Electrical Engineering and Informatics, Bandung Institute of Technology, Indonesia

§University Center of Excellence on Microelectronics, Bandung Institute of Technology, Indonesia
¶Department of Information Systems, Telkom University, Indonesia

∥ Pukyong National University, Korea
e-mail: agapedsky@students.itb.ac.id

Abstract—In this paper, several deep learning models are
created to assess fish’s appetite. Several works that had been
done before are also explained within. A 2D-CNN model and a
3D-CNN-RNN model were built for this experiment. Both models
can accurately determine the fish’s appetite based on the given
labels, i.e. with 99.34% and 97.83% accuracy respectively. In
terms of functionality attainment, the 2D-CNN model performs
better than the other model.

I. INTRODUCTION

Sustainable Development Goals (SGD) are one of the
biggest concerns for human beings, and one of these goals
is to realize zero hunger [1]. Humans need food as one of
their primary needs, which is essential to achieving living sus-
tainability. However, these recent decades have been showing
us that without an effort to control the food production and
consumption rate, the food itself will eventually run out, thus
leading to a Malthusian Catastrophe [2]. This control can be
manifested in lots of different disciplines, and maritime is one
of them (regarding fish and other seafood).

In 2021, the global fish consumption rate increased by 1%
compared to 2018-2020. Furthermore, it has been estimated
that in 2030, the consumption rate will increase by 11% [3].
However, the food production rate does not compete with it.
The food production rate grows in a more fluctuating manner
with many external factors influencing it.

The two main contributors to the fish production rate are
wild capture and aquaculture. Among these two, aquaculture
is the one that can be exploited thoroughly without causing
environmental problems if done the right way. Still, there often
are flaws in its operation, mostly caused by the conventional
method being used, thus lessening its efficiency.

In aquaculture, the feed usually takes about 60%-70% to
the total budget [3], while 60% of the given feed actually gets
wasted. Facing this problem, lots of ideas using technology
have been developed and implemented to decrease the pro-
duction cost without much altering the growth of the fish.

This paper discusses the development of the implementa-
tion of Artificial Intelligence methods to solve fish feeding
problems using deep learning analysis.

II. PRELIMINARIES

A. Fundamental Concepts

1) Fish’s Appetite Indicator: Lots of aspects can be as-
sessed to determine the fish’s appetite, prior to and during
the feeding. This was documented based on observations and
several interviews at lotic aquaculture tilapia ponds in West
Java, Indonesia.

Prior to the feeding, the fish’s hunger can actually be seen
through their gathering behavior. In an intensive aquaculture
system, fish will gather around the feeding spot at the usual
feeding time. Also, the water quality often represents the fish’s
appetite quite well. For example, in a low level of dissolved
oxygen (DO), fish usually tends not to eat. During the feeding,
the absence of rapid movement from the fish (including jumps
and splashes) reflects that the process should be ended.

2) Conventional Aquaculture: In tilapia ponds located in
West Java, most fish farmers use sole intuition to determine
everything, i.e. the feeding dose, time, water quality param-
eters, etc, thus increasing the feed waste upon feeding. They
use their experiences to determine the fish’s appetite and water
quality using bare hands.

Recent emerging technologies are definitely able to fix these
conventional ways of aquaculture. Automation can deliver
accurate measurements to control feeding doses. Furthermore,
the utilization of Artificial Intelligence (AI) and Internet of
Things (IoT) are suitable to decide feeding time and decisions.

B. Previous Works

Previous works on this topic mainly talk over feeding
control using modified actuators and AI.

Chang, et al. (2005) [4] built a nonabsolute time-based eel-
feeding controller using IR sensors. The main idea of this
system is that the eel’s body can reflect IR waves. In an inten-
sive aquaculture pond, the flocking behavior of the eels will
present during the usual feeding time, thus alarming the sensor
regarding the appetite of the eels. This method, according to
the claims, performs well in an intensive recirculating system
with environmental parameters adjusted. However, the usage
of photoelectric sensors only provides feedback regarding the
fish’s flocking behavior, which might not be sufficient to assess
fish appetite without control over environmental parameters.
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Zhao et al. (2017) [5] developed a computer vision to
assess fish’s appetite based on their spontaneous behavior upon
stimulus. The system was built specifically for Recirculating
Aquaculture Systems (RAS), where every environmental pa-
rameter is controlled so that the water will not get turbid. A
camera is placed above the pond to detect the fish’s movement
and location. The spontaneous movement of the fish upon
stimulus will be indicated as a high appetite condition. The
limitation of this system lies in its reliance on the color feature.

Subakti et al. (2017) [6] used an accelerometer to measure
the water surface’s motion during the feeding time. The water
surface’s motion tends to be fluctuating during feeding due to
the flocking and splashing behavior of the fish. This method
is effective for conventional ponds since the water’s turbidity
will not bother the sensor’s reliability. Nevertheless, in an open
aquaculture system, the water surface’s motion sometimes
does not represent the flocking behavior of the fish, e.g. rain,
harsh wind, etc.

Hu et al. (2022) [7] also developed a computer vision-
based feeding system to detect the water surface motion to
assess fish’s appetite. This system can be applied to larger
ponds. The result of this research shows the reliability of deep
learning applications in aquaculture, especially using videos as
its input. That being said, the author is interested in the usage
of different types of deep learning methods for aquaculture.
Additionally, the experiment takes place in a smaller-scale
aquaculture system to verify the method’s versatility.

III. PROPOSED METHOD

The proposed method utilizes a few deep learning models
using images and videos (sequences of images) as its input.
Videos are taken at the feeding spots to describe the fish’s ap-
petite by assessing the fish’s movement and gathering behavior
upon feeding. The setup illustration is given in Fig. 1. For the
experiment, a medium-sized aquarium (50 cm x 30 cm x 25
cm) is used, containing 60 fish (nile tilapia). A set of filter
is installed inside the aquarium to assure the water quality so
that the fish can survive.

Fig. 1. Proposed Method Setup

A. Data Acquisition

The data are taken manually using a smartphone. Videos
are taken and parsed into several images. The videos are also
parsed into shorter videos (creating a different kind of dataset),
with each containing 20 frames. The parsed images and videos
then are cropped and rescaled into a specific dimension.

The data is divided into 2 classes (binary: high and low
appetite), and several procedures are held in order to obtain
the desired data. The high appetite data are taken during
the feeding process right after the fish are starved for more
than 8 hours. The low appetite data are shot subsequent to
the feeding. The low appetite data are also taken when no
significant activity occurs inside the aquarium to introduce
more variance.

B. Deep Learning Method

There are 2 different models that are used in this experiment,
i.e. a standard 2-dimensional Convolutional Neural Network
(CNN) model (see Fig. 2) and a 3-dimensional Convolutional-
Recurrent Neural Network (CNN-RNN) model (see Fig. 3).
As the name suggests, each model uses a different type of
data for its input (images and videos). The two models are
compared to each other to determine the best model in terms
of performance in the experiment.

Fig. 2. 2-Dimensional CNN Architecture

Fig. 3. 3-Dimensional CNN-RNN Architecture

A convolutional neural network layer can be described as
a layer that processes a value inside a pixel and the values
adjacent to that pixel with a set of values inside an operator
(often called a kernel), thus gaining a specific feature from that
pixel based on the kernel values, as shown in Fig. 4. At the end
of this operation, an activation function is applied to the output
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Fig. 4. A 2-Dimensional CNN Illustration

to introduce nonlinearity. This algorithm can be expanded in
higher dimension problems (3, 4, and so on), simply by adding
another degree of freedom to its input and kernel.

The model that uses video as its input utilizes a 2-
dimensional algorithm to extract certain features from the im-
age. For feature extraction, a pre-trained model from Imagenet
is used. Obtained features are then fed to inference layers.
These layers utilize a gated recurrent unit (GRU) [8], a sub-
algorithm of the recurrent neural network (RNN) model. RNN
itself is a network similar to an artificial neural network that
passes the previous calculation to be considered on the next
computation.

Throughout the model development, several parameters are
tuned to give the best performance while still considering the
computational resource of the model. These parameters in-
clude layer sizes, number of filters, and activation functions. In
a certain layer, layer size represents the amount of information
that is fed into the process, the number of filters represents the
quantity of extracted features as the output of the layer, and
the activation function helps to introduce nonlinearity to the
system. On the other hand, the training parameters, such as
loss functions and learning rate, are also adjusted empirically
by means of trial and error.

IV. EXPERIMENTAL RESULTS

The first model (2-D CNN model) detailed architecture is
shown in Table 1. This model consists of 4 convolution layers,
followed by pooling layers. This model takes 1280*720 pixel
colored images as inputs and folds them into a batch of 6
images. Training is done using 1082 images, with 419 labeled
as high appetite and the other 663 labeled as low appetite.
Finally, the model outputs an array of 2 floating points,
describing the inference result based on the value (one respects
to hungry condition, and the other one to full condition).

The data that is used in this experiment shows distinctive
differences for each condition (See Fig. 5). If the fish are
hungry, the color of the fish becomes a bit sharper because
the fish collectively tend to go upward the tank. When they
are full, the color becomes more subtle. Also, if the fish are
overfed, the remaining pellets can also be an indicator of the
fish’s appetite (Fig. 6).

Testing data are separated from the training data, containing
39+113 images from the same aquarium, showing the low
appetite and high appetite data respectively. It is used to test
the reliability of the model.

The second model (3-D CNN-RNN model), on the other
hand, uses the architecture described in Table 2. As implied in

TABLE I
DETAILED 2-D CNN ARCHITECTURE

Function Input Dimension Output Dimension
Input Layer 1280*720*3 1280*720*3
Rescaling 1280*720*3 1280*720*3
Conv2D1 1280*720*3 1276*716*32

Max Pooling1 1276*716*32 425*238*32
Conv2D2 425*238*32 423*236*32

Max Pooling2 423*236*32 141*78*32
Conv2D3 141*78*32 139*76*32

Max Pooling3 139*76*32 46*25*32
Conv2D4 46*25*32 44*23*32

Global Average Pooling 44*23*32 32
Output Layer 32 2

Architecture used: 4 layer of convolutions with average pooling and
softmax classification function. Using 20 epoches on training

TABLE II
DETAILED 3-D CNN-RNN ARCHITECTURE

Function Input Dimension Output Dimension
Resize and Rescale 20*1280*720*3 20*200*2000*3

Imagenet InceptionV3 20*200*2000*3 20*2048
GRU1 20*2048 20*16
GRU2 20*16 8

Dropout 8 8
Dense 8 2

Architecture used: Feature extractor using Imagenet InceptionV3 model,
followed by 2 layers of GRU and a classification layer. Using 20

epoches on training

Fig. 5. Sample Training Data (left) Actively Feeding (right) Full

Section III.A, this model’s input videos are the same data used
for the 2D-CNN model, but packed as sequences of frame per
data. This way, the value of the information that is fed to the
model persists, while the number of data decreases a lot (only
165 video data remain). The masking method is also used so
that videos with less than 20 frames can still be included in
the training and testing procedure.

Fig. 7 and 8 show the training result. In terms of training
loss, the 2D-CNN model converges a lot faster than the 3D-
CNN-RNN model. This most likely happens because there are
a lot more extracted features gained from the InceptionV3,
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Fig. 6. Sample Training Data (Highly Overfed Condition)

TABLE III
TESTING RESULT

Model 2D-CNN 3D-CNN-RNN
Parameters 30,242 99.882

Training Data Count 1082 165
Testing Data Count 152 46

Loss 0.0146 0.1068
Accuracy 0.9934 0.9783

thus dramatically increasing the model’s complexity. As for
the training accuracy, there seems not to be any significant
difference between the two.

The final testing result of each model as well as other
essential information is summarized in Table 3. Similar to the
training result, the testing result shows that the two models
do not differ significantly in terms of loss and accuracy. The
number of parameters used in the 3D-CNN-RNN model is
way higher than the 2D-CNN model since the InceptionV3
layer is pre-trained, and thus, the latter performs well in terms
of attainment of the desired functionality. It is still not evident
enough, however, to say that the 2D-CNN model is better than
the 3D-CNN model in a more general condition. It is notable
that the 3D-CNN-RNN model data count is way lower than
the 2D-CNN model. This means that with fewer number of
inference, the 3D-CNN-RNN model is still able to catch up
with the other model.

V. CONCLUSION

From the progress mentioned, there are several conclusions
to be taken:

1) The proposed 2D-CNN and 3D-CNN-RNN model can
successfully determine the fish’s appetite based on the
given label with 99.34% and 97.83% testing accuracy
respectively

2) In terms of functionality, the 2D-CNN model excels
better than the 3D-CNN-RNN model since it achieves
the training target (i.e. high accuracy) with much less
parameters and the same value of information.

Fig. 7. Models’ Training Loss

Fig. 8. Models’ Training Accuracy
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Abstract— This paper proposes a machine learning-based a
pproach to predict ship fuel consumption based on various ope
rational factors, which is essential for shipping companies to op
timize their operations, reduce costs, and minimize their enviro
nmental impact. The ship fuel consumption estimation research
 paper presents a novel approach to accurately predict fuel con
sumption in the maritime industry. By utilizing data obtained f
rom actual sea trials, the study develops a practical and effectiv
e model tailored to individual vessels. The paper explores vario
us methodologies, such as machine learning algorithms and tra
ditional analytical models, and compares their performance usi
ng evaluation metrics. By comparing the performance of differ
ent machine learning models, the study demonstrates the super
iority of the Extra Tree model, achieving MSE values of 0.7986 
for HFO_PORT and 0.1264 for MDO+LSMGO on the dataset. 
These results can be utilized to design fuel-efficient routes and 
optimize ship operations, leading to significant cost savings and
 emissions reductions. 

Keywords—Ship Fuel Consumption, Machine Learning, Dat
a Analysis, Maritime Industry  

  

I. INTRODUCTION 
The maritime industry is responsible for transporting appr

oximately 80% of the world's goods, making it a critical com
ponent of global commerce However, shipping is also a signi
ficant source of greenhouse gas emissions, accounting for aro
und 3% of global CO2 emissions [1,2]. In addition, Ship fuel 
consumption accounts for about three-quarters of the cost use
d in operations. Accurate prediction of ship fuel consumption
 is crucial for optimizing ship operations and reducing costs a
nd emissions. In recent years, Machine Learning (ML) has e
merged as a powerful tool for analyzing large datasets and id
entifying patterns and relationships between different parame
ters [3]. 

The topic of environmental protection and energy manage
ment related to fuel is related to regulation. Recently, a syste
m that enables the development of sensor technology and mu
lti-source data collection has been installed, enabling fuel con
sumption analysis and prediction through data analysis [4,5]. 
The traditional approach for predicting fuel consumption has 
been based on analytical models, which require detailed kno
wledge of the ship's characteristics and operational condition
s. However, these models often fail to capture the complex re
lationships between various factors that influence fuel consu
mption. 

ML techniques can potentially provide a more accurate an
d reliable prediction by automatically learning from data. Wit
h the right training data and suitable model selection, ML-bas

ed prediction methods often yield more accurate predictions t
han data analysis. This is particularly the case with large or c
omplex datasets [6]. And ML algorithms are designed to han
dle high-dimensional data and can automatically capture com
plex patterns and interactions between variables [7]. Statistic
al methods often require manual parameter tuning and can be 
labor-intensive to scale. However, ML models can be trained 
automatically, which makes them scalable for large dataset. 

Therefore, we propose a ML-based approach for ship fuel
 consumption prediction. Using data extracted from actual se
a trials, we identify the correlations between various variable
s and employ dimensionality reduction techniques to create a 
highly accurate model. Subsequently, we compare the fuel co
nsumption prediction accuracy across multiple models. Propo
sed system is studies actual multidimensional test data of Shi
pbuilding and analyzes data related to fuel consumption. The 
rest of this paper is organized as follows: Section II provides 
an overview of dataset and describes the data preprocessing p
rocess and fuel co; Section IV presents the results and discuss
ion; and Section V concludes the paper. 

 

II. PROPOSED ESTIMATION METHOD 

A. Dataset 
The newly built vessel will be tested at sea for several day

s before being awarded. It is tested by driving at sea, such as 
speed using GPS, engine unmanned tests, steering tests, adjus
tment performance tests, and main engine start tests. Through
 sea trials, data such as operating time, fuel consumption, ext
ernal environment, vessel condition, and engine performance
 is collected in monitoring and control systems such as Alarm
 Monitoring System (AMS), Integrated Automation System 
(IAR), and Voyage Data Recorder (VDR) during operation. 
To predict fuel consumption during voyage planning or while
 sailing, only input variables that can be adjusted on the actua
l vessel or that have an impact should be selected. 

The dataset is measured data obtained through sea trials 
after the ship was built. The ship underwent several days of 
operational tests at sea to check whether the main engine and 
related systems meet various domestic and international 
regulations under actual operating conditions. This data comes 
from that process. It contains information about external 
environmental factors, fuel conditions, and the status of the 
ship, all stored on a time basis. 

To establish criteria for this, a variable selection method 
was adopted through expert advice and statistical validation. 
The selection method is as follows. 
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1) Based on the expertise of maritime navigation profess
ionals, key variables related to fuel consumption were select
ed. Then, considering the variable data on ship energy effici
ency measurements published by the United States Maritime
 Administration, designated variables were chosen. 

2) To analyze fuel consumption, data preprocessing was 
performed by removing missing and outlier values and modi
fying data that did not conform to statistical techniques. Dat
a selection was then performed through statistical validation,
 using Pearson correlation coefficients to confirm related ind
icators of fuel consumption data and scatter plots to confirm 
the relationship between each data. 

3) The data includes operating time, information on vari
ous fuels, sea information as an external environmental facto
r, vessel condition and situation information, vessel speed, d
irection, current, trim, list, and engine status, as shown in Ta
ble 1. The data was collected during sea trials from '2021/06
/22 08:13:22' to '2021/06/26 13:04:08' by the vessel's sensor
s at a frequency of 1Hz. The total number of data is 363,048 
x 29 with 29 labeling categories. 

B. Preprosessing 
Missing values in data analysis can distort the characterist

ics of the actual data and reduce the accuracy of prediction re
sults. Therefore, data is transformed to cleanse the values. To
 detect data anomalies, a time series plot was first created to v
isually inspect the data, and the mean, standard deviation, mi
nimum, and maximum values of the entire dataset were exam
ined to determine the presence of outliers. 

In Fig. 1, an investigation was conducted on values that c
ould not possibly exist. ‘WIND_RELATIVE_DIRECTION’ 
and ‘SHIP_COURSE’ are represented as values between 0 an
d 360, which indicate direction. Values that do not adhere to t
his range are considered outliers. Such data can degrade the p
erformance of the model when used as input. Therefore, ‘WI
ND_TRUE_SPEED’ and ‘SPEED_BY_GPS’ were transform
ed using radian vectors.Additionally, ‘WIND_TRUE_SPEE
D’ and ‘WIND_RELATIVE_DIRECTION’ were converted i
nto an easily interpretable form as radian vector values ‘Wx’ 
and ‘Wy’. Similarly, ‘SPEED_BY_GPS’ and ‘SHIP_COUR
SE’ were also applied and transformed into ‘Sx’ and ‘Sy’, res
pectively. Through Fig. 2, we can see that the data has been t
ransformed into a format that is easier for the model to under
stand. In (a), we can see that the data is skewed to one side. A 
transformation has been applied to evenly distribute the data 
between the two features. After the transformation, we can co
nfirm from the graph that the distribution has become more u
niform. This allows for more accurate model training. Simila
rly, in (b), the distribution of values between the two features 

has been changed through a transformation. This also has the 
same effect. 

C. Feature Selection 
 The goal is to derive the final data by selecting variables 

to be used in the prediction model through the analysis and in
vestigation of fuel consumption based on the correlation with
 the actual ship fuel consumption values, using statistical gra
phs. A total of 3 stages of analysis were conducted, including
 Correlation heatmap, Histogram, and Skewness, through whi
ch the data was refined. 

In The closer the correlation coefficient is to 1, the strong
er the positive linear relationship between the two features, m
eaning they exhibit similar trends. Conversely, the closer it is
 to -1, the stronger the negative linear relationship, indicating 
they show opposing trends and that the two features cannot b
e combined. This was utilized to merge the features. In Fig. 3,
 it was observed that ‘HFO_TK_PORT’ and ‘HFO_SERV_T
K_PORT’ have an inverse relationship, and ‘LSMGO_STOR
_TK_PORT’ and ‘MDO_STOR_TK_PORT’ also exhibit an 
inverse relationship. Furthermore, ‘FWD_DRAFT_1’ and ‘A
FT_DRAFT_2’ were found to be similar, and subsequent eng
ine-related values showed strong correlation and similarity in
 the data. 

Fig. 4 show that in fuel values such as ‘FWD_HFO_TK1’,
 ‘FWD_HFO_TK2’, ‘HFO_SETT_TK_STBD’, ‘HFO_SER
V_TK_STBD’, ‘MDO_SERV_TK_PORT’, and ‘LSHFO_T
K_STBD’, it was observed that they have very small fluctuat
ions. Additionally, values such as ‘DRAFT’, ‘SHART_SPEE
D’, ‘RPM_HIGH’, and ‘LOAD’ appeared to have similar qu
antities and shapes. Therefore, they were replaced with their r
espective mean values ('mean_FWD_Draft', 'mean_AFT_Dra
ft', 'mean_ShaftSpeed', 'mean_RPM_High', 'mean_Load'). Su
bsequently, through the analysis of skewness, the data with th
e highest skewness value was identified, and it was confirme
d that there would be no issues when applying it to the model. 

In order to extract the most similar data to fuel consumpti
on among various fuels, a study on fuels was conducted. The 
fuels used in this experiment are HFO (Heavy Fuel Oil), MD
O (Marine Diesel Oil), LSMGO (Low Sulfur Marine Gas Oi
l), and LSHFO (Low Sulfur HFO). 

 
 Fig. 1. Example of ‘WIND_RELATIVE DIRECTION’ data. 

 
Fig. 2. Data transformation using radians vector based on the 
correlation between difference two data sets. 

 
Fig. 3. Heatmap representing the correlation between all features. 
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D. Fuel Consumption Predict 
To predict consumption, suitable regression models amon

g machine learning models were used. For the regression mac
hine learning model data, the train:test dataset ratio was set to
 8:2 in the final dataset, and the model was trained after norm
alizing the simple average data. Among fuel values, 'HFO_P
ORT' and 'MDO+LSMGO' had the most significant relation 
with the training label and provided the best results; thus, the
y were each trained and designated as the answer values in th
e regression model. Negative MSE was used as an evaluation
 metric to analyze various regression models. For the regressi
on analysis machine learning model for consumption predicti
on, five models [Linear Regressor (LR), LASSO, ElasticNet 
(EN), K Neighbors Regressor (KNN), Classification and Reg
ression Tree (CART)] were first examined. Subsequently, fo
ur ensemble models [Ada Boost Regressor (AB), GBM (Gra
dient Boosting Regressor), RF (Random Forest Regressor), E
T (Extra Tree Regressor)] were used, and after parameter tun
ing, the results were analyzed. RF and ET models were perfo
rmed with an estimator set to 10. 

III. RESULT AND DISCUSSION 

A. Results of fuel consumption analysis 
Based on the results of three analyses, the labels and featu

res related to fuel consumption were found out. Looking at th
e Pearson correlation coefficient according to the fuel, extern
al environment, and internal state of the ship, a larger absolut
e value implies a greater influence. Based on this, we tried to 
find the factor that has the most significant impact on the fuel
 and the fuel that is most influenced. First, by examining the 
Pearson correlation coefficient values in Fig. 5, it was determ
ined that 'MDO' and 'LSMGO' values were the fuels most inf
luenced by external environmental factors and the ship's statu
s and engine values. 

As confirmed in Fig. 5, the fuels most influenced are 'HF
O_PORT', 'MDO', and 'MDO+LSMGO'. To verify this, we r
epresented it in a graph over time. In Fig. 6, 'HFO_PORT', 'M
DO', and 'MDO+LSMGO' values were found to be linear and
 decreasing, confirming that they are necessary labels for pre
dicting fuel consumption values. And those features were bla
nked the red box. 

 

The ranking is represented by the sum of the absolute val
ues of the Pearson correlation coefficient. From the top, they 
 can be seen as the factors that have the most influence. Fig. 7
 shows the ranking of the most important features when deter
mining fuel consumption for the prediction model. The vecto
r values representing the ship's speed and direction, 'Sy' and '
Sx', are the most critical features, followed by the ship's statu
s values 'mean_FWD_Draft' and 'SHIP_TRIM'. External fact
ors 'Wy' and 'Wx' were found to have relatively lower impact
s. 

 
Fig. 4. Histogram representing the distribution of all features. 

 
Fig. 5. Pearson correlation coefficient for each feature influenceed by 
external environment. 

   
Fig. 6. Tme series graph representing the input features. 

 
Fig. 7. Rank of the label determining the fuel consumption to be 
predicted. 
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Lastly, the linear and non-linear relationships were identif
ied through Fig. 8. Irregularly distributed data means that the
re is no relationship between the fuel and the elements. To co
nfirm the previous assumption, we drew a scatter plot and we
re able to support it. As a result, it was determined that the m
ost suitable label for fuel consumption prediction is 'MDO+L
SMGO'. We identified the factor that has the most significant
 impact on fuel, and based on this, we conducted an experime
nt to create a machine learning-based fuel consumption predi
ction model. 

B. Results of fuel consumption prediction 
After training the model selected for the comparison of m

easurement results, we calculated the error between each feat
ure's predictions. We provided the external and ship's status a
s input and outputted the predicted fuel quantity, representing
 the error with the ground truth. Table 1 shows the MSE valu
es for the different ML models tested. The Extra Tree model 
achieved the best performance, with the lowest MSE. This re
sult indicates that the Extra Tree model was able to capture th
e complex relationships between the various factors and accu
rately predict fuel consumption.  

 

IV. CONCLUSION 

 
In this paper, We found out the features that most signific

antly impact fuel consumption by utilizing data generated dur
ing sea trials for testing constructed ships and proposed a ma
chine learning-based approach to predict ship fuel consumpti
on using various operational factors. Among various factors, 
the ones that have the most significant impact are 'Sx' and 'Sy
', which are 'SPEED_BY_GPS' and 'SHIP_COURSE'. This r
esult was derived through the Pearson correlation coefficient.
 We compared the performance of different ML models and d
emonstrated the effectiveness of the Extra Tree model, which
 achieved an MSE value of 0.7986, 0.1264 on our dataset. Th
e most appropriate features for the final fuel consumption pre
diction are 'HFO_PORT' and 'MDO+LSMGO'. It also found 
that the factors that contribute the most to fuel consumption a
re the speed of the ship and the direction of the ship. Our find
ings can be used by shipping companies to optimize their ope
rations for significant cost savings and reduced emissions. In 
conclusion, this research significantly advanced the understan

ding of ship fuel consumption by identifying key operational 
factors and their impact. 

In future research, it would be worthwhile to conduct furt
her analysis on outliers and additional data, and to incorporat
e deep learning models for performance comparison and eval
uation. We plan to study methods for reducing the size of the 
machine learning and deep learning models that have been de
veloped for implementation in the embedded systems on the 
ship. Lastly, through research on real-time inference models f
or consumption prediction, we will investigate a system that 
can use fuel more efficiently. 
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Fig. 8. Scatter plot for verifying linear and non-linear relationships. 

TABLE I.  RESULTS OF FUEL CONSUMPTION PREDICTION                    
FOR EACH MODEL. 

Algorithm HFO_PORT MSE MDO+LSMGO MSE 

Linear 1864.6246 164.0108 

LASSO 1905.5674 175.4442 

ElasticNet 2169.2923 210.5297 

K-Neighbor 16.2241 1.6343 
Classification and   
Regrssion Tree 3.7491 0.3441 

Ada Boosting 1720.2329 122.0007 

Gradient Bossting 447.6449 36.7359 

Random Forest 2.6006 0.2500 

Extra Tree 0.7986 0.1264 
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Abstract—Water quality in fish farms is crucial for the survival
and growth of fish. This work presents the results of applying
several machine learning methods to predict water quality in a
fish farm. We used time series collected from sensors installed in
an eel farm and applied six different machine learning methods
(ARIMA, XGBoost, LightGBM, LSTM, SCINet, and DLinear)
to predict water quality. As a result, the DLinear model showed
the best prediction performance. We also investigated the feature
importance estimated during the model training.

Index Terms—machine learning, water quality prediction, time
series

I. INTRODUCTION

Smart aquaculture is an important technology that has the
potential to make aquaculture more sustainable, efficient, and
productive [1]. In a smart aquaculture system, monitoring
water quality can help reduce pollution and waste, which also
improves the quality of aquaculture products by ensuring that
fish are reared in a healthy and stress-free environment [2]–[4].
To this end, the smart aquaculture system continuously mon-
itors a number of water quality variables including dissolved
oxygen, water temperature, acidity, oxygen in air, oxidation-
reduction potential, and more.

In this manuscript, we present the results of predicting water
quality using machine learning applied to time series collected
from sensors installed in an eel farm. The time series and the
pre-processing applied to the collected data are explained in
the sections II and III respectively. Section IV presents the six
machine learning methods that we applied in this work and
their application results. A summary and future work are given
in section V.

II. DATA

We collected the time series using the AI1 Hub website2,
which provides data for AI training from either national or
international institutions and companies. The data collected

1Artificial Intelligence
2https://www.aihub.or.kr

includes values measured by seven sensors installed in an
eel farm, each of which is dissolved oxygen (DO), water
temperature, acidity (pH), CO2, oxidation-reduction potential
(ORP), O2 in air, and light intensity. Table I shows some
examples of the data collected. The data was collected from
15 July to 28 December 2021. The total number of rows is
approximately 200,000 with a time interval of one minute.

III. DATA PREPROCESSING

As the performance of machine learning models depends
on a training set, we first examined the data to build a robust
training set. Fig. 1 shows an example of the collected time
series. The top panel is the raw data and the bottom panel is
the data after filling in the missing data point using the nearest
neighbor interpolation method. If the duration of the missing
data region is longer than one hour (e.g. the green and red
boxes in the figure), we did not use it for model training.

We normalized the data by scaling each feature to be
assigned to the range [0, 1]. Figure 2 shows the distribution
of the data after normalization.

After preprocessing the data, we examined the Pearson
correlation coefficients (r) between the seven features listed in
Table I. The results are shown in Figure 3. The figure shows
a weak correlation between DO and ORP (r = 0.24), which
is a known characteristic of water in a tank. The correlation
coefficient between DO and O2 is -0.34 (i.e. anti-correlation),
which is not an expected result because these two variables are
generally correlated. This could be due to a malfunction in the
sensor or an error in the way the data is being stored. Further
investigation, however, is beyond the scope of this work as the
eel farm where the data were measured is not accessible.

IV. RESULTS OF MACHINE LEARNING APPLICATION

To build a training set using the preprocessed data men-
tioned in the previous section, we applied a three-minute
moving average to reduce data fluctuations that could be
caused by various reasons, such as sensor failures. We then
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TABLE I
EXAMPLES OF THE COLLECTED DATA.

Date DO temperature pH CO2 ORP O2 in air light intensity
(ppm) (◦C) (ppm) (mV) (ppm) (cd)

2021-07-15 19:03:00 8.8 30.3 5.28 160.0 14.6 5.4 4.0
2021-07-15 19:04:00 8.8 30.3 5.27 160.1 14.6 5.3 3.9
2021-07-15 19:05:00 8.8 30.4 5.27 160.3 14.5 5.3 4.0

... ... ... ... ... ... ...
2021-12-28 17:55:00 5.5 28.7 4.96 231.8 31.9 5.5 4.0

Fig. 1. Top: time series with missing data. Bottom: time series after filling in the missing data.

Fig. 2. Distribution of data after normalization.

split the data chronologically into ∼60%, ∼25%, and ∼15%
subsets and used these as the training, validation, and test sets
respectively.

We then trained six machine learning models using the train-
ing and validation sets: ARIMA [5], XGBoost [6], LightGBM
[7], LSTM [8], SCINet [9], and DLinear [10]. We used six
features (i.e. temperature, pH, CO2, ORP, O2 in air and light
intensity) to predict DO. The duration of the input data was
60 minutes and the output was five minutes. We tested other
combinations of time duration for input and output data (i.e.

60, 90, 120, and 150 minutes for input data and 5, 10, and 15
minutes for output data), and we found that a combination of
60 minutes and five minutes gave the best prediction results.

To evaluate trained models, we used mean squared error
(MSE), mean absolute percentage error (MAPE), and root
mean squared error (RMSE). Table II shows the MSE, MAPE,
and RMSE measured using the test set. As the table shows,
ARIMA has a much worse prediction performance than other
methods. This may indicate that the time series is not sta-
tionary, or that the ARIMA model is not properly optimized.
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Fig. 3. Pearson correlation between the seven features.

DLinear which handles data with trend and seasonality pat-
terns shows the best performance. This is an expected result,
as DLinear is known to often outperform Transformer [11],
one of the most widely used deep learning models for time
series forecasting. LSTM performs slightly worse, but almost
as well as DLinear.

In Fig. 4, we show the feature importance of the six
input features estimated using XGBoost. Each column shows
the importance of the feature minutes before the prediction
time. The color bar shows a normalized importance score.
Higher values indicate more important features. The following
information can be inferred from the figure:

• Temperature 40 minutes prior has the strongest influence
on the prediction of DO at the present time.

• Temperature, pH, and CO2 about 55∼60 minutes before,
temperature about one∼three minutes before, and O2

about two∼seven minutes before show the moderate
influence.

• ORP or light intensity does not show a strong influence
on DO prediction.

V. SUMMARY AND FUTURE WORK

We have introduced water quality prediction using several
machine learning methods and time series collected from
sensors installed in an eel farm. The data provide seven
features (i.e. DO, temperature, pH, CO2, ORP, O2 in air

and light intensity). Using six features as input data (i.e.
temperature, pH, CO2, ORP, O2 in air, and light intensity),
we trained six machine learning models to predict DO. Among
the trained models, we found that the DLinear model showed
the best prediction performance. We also investigated the
feature importance of the six input features and found that
temperature, pH, CO2, and O2 affect the prediction results.

Based on the results mentioned in the previous sections,
we will investigate other machine learning models to improve
the prediction results. In addition to testing other models,
extensive preprocessing will be considered, such as enhanced
smoothing other than simple moving averages. We also plan
to install additional sensors to measure water quality (e.g.
turbidity). In this work, we have investigated the importance of
six features, but we have not investigated why such an effect
occurs or whether the result is physically meaningful. In future
work, we will also investigate these in more detail.

The data used in this work was collected using the AI Hub
website and is publicly available data, which is useful for
preliminary investigations for data preprocessing and machine
learning model selection. However, to apply machine learning
to water quality prediction in real-world cases, we are building
test beds for flatfish farming in several locations. The test beds
are equipped with several sensors that measure water quality
such as DO, pH, CO2, and so on. Using the data collected
from the test beds, we will develop a water quality prediction
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TABLE II
PERFORMANCE OF THE SEVEN MACHINE LEARNING MODELS IN PREDICTING WATER QUALITY.

Model MSE MAPE RMSE
ARIMA 6.936 2.205 0.404
XGBoost 0.119 0.166 0.345

LightGBM 0.113 0.149 0.337
LSTM 0.008 0.071 0.09
SCINet 0.104 0.154 0.323
DLinear 0.007 0.059 0.081

Fig. 4. Feature importance.

system based on machine learning and time series analysis.
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Abstract—Accurate prediction of water level fluctuations in 
rivers is essential for effective planning and mitigation of potential 
flood-related risks. In this study, four different Recurrent neural 
networks (RNN) models were developed to predict the Han River’s 
water level, based on collected data from 2020 to 2022 which was 
used to train and test the proposed models. Two input 
combinations were investigated to analyze and improve the 
accuracy of the models. For each model + input combination, the 
predicted water level values after t hours (t = 0, 1, 2) were 
correlated to the corresponding measured water level values and 
used coefficient of determination, R2, to evaluate accuracy of 
prediction of each combination of model and input. The results 
showed that at t = 0 and t = 1, wavelet-GRU performed best with 
R2 values of 0.99091 and 0.98743, respectively, while wavelet-
LSTM performed best at t = 2 with a value of 0.98867.  

Keywords— Recurrent neural networks (RNN), wavelet-GRU, 
wavelet-LSTM, Water level monitoring   

I. INTRODUCTION  
Floods result in substantial social and economic damage and 

the loss of human lives, making them a major harm factor. 
Densely populated areas situated adjacent to and downstream of 
major rivers face a potential threat due to their proximity to 
flooding hazards. For planning and maintaining water resource 
systems as well as lowering the danger of floods, accurate river 
water level estimating is crucial [1]. In addition, the nature of the 
river flow process is considered nonlinear and affected by a 
variety of elements, including the mantle that covers the surface 
of the river basin, the way that rain falls, the topography of the 
riverbed, and climatic conditions. To lessen or minimize the 
effects of floods, a large number of predictive strategies that 

require a tremendous quantity of data for forecasting have been 
proposed [2]. 

Currently, there are two common methods for predicting the 
river water level. The first approach uses mathematical 
simulations of the water's flow's hydrodynamic process. The 
mathematical models utilized in the first approach are based on 
hydraulics and hydrology principles, making it a widely-used 
technique in the past [3]. These models typically demand a lot 
of input data, like rainfall predictions and topography data, 
which might not always be available or might be challenging to 
get. The parameters may vary per region and executing the 
model is time consuming which makes it hard to use for 
prediction. 

The second methodology for predicting river water level 
involves the data-driven models and the statistical relationship 
between input and output data forms the basis of these 
approaches [1]. The Artificial Neural Network (ANN) model is 
one of the popular data-driven models. This statistical procedure 
does not require assumptions regarding the amount of data 
needed for the model and the model's capacity to handle both 
linear and nonlinear systems. Due to the simplicity of its model 
structure, ANN model has become widely used in many fields 
of research and engineering as computer science has advanced 
over the past two decades. To reduce mistakes and increase the 
prediction accuracy of neural network models, researchers have 
used a variety of strategies, such as employing them alone or in 
conjunction with process-based models. These characteristics 
make the data-driven approaches possible alternatives to 
conventional hydrological water level-predicting strategies.  
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 In recent years, there has been significant research on 
deep neural network (DNN) data-based intelligent models with 
multiple hidden layers, addressing some of the limitations of 
traditional artificial neural network (ANN) models. However, 
the temporal aspect of modelling river water level is not 
considered in ANN and DNN. To tackle the issue of including 
temporal effect in modelling, long short-term memory (LSTM) 
and gated recurrent unit (GRU) models, which are based on 
recurrent neural networks (RNN), have emerged as highly 
effective in processing time series data [4]. LSTM and GRU 
both have their own advantages and disadvantages. LSTM is 
great with larger dataset but is slower compared to GRU. GRU, 
on the other hand, can be as accurate as LSTM with a faster 
processing time and less memory consumption. However, GRU 
struggles with larger datasets [5]. 

 

Wavelet decomposition is a powerful method for processing 
and analyzing data, particularly in hydrologic time-series 
analysis [6]. It enables the examination of multi-temporal scale 
structures, identification of deterministic components, noise 
removal, and complexity quantification. Wavelet decomposition 
technique can effectively separate the low-frequency trend 
information from time series based on the fluctuation frequency, 
enabling the subsequent analysis of high-frequency fluctuations 
over time. Using wavelet decomposition has shown its 

effectiveness in improving both LSTM and GRU models for 
different applications [7]. Hence, we employed four models 
LSTM, GRU, wavelet-GRU, and wavelet-LSTM, which is the 
widely used wavelet decomposition-RNN modelling ensemble 
technique for water level modelling [8], and a key objective of 
this study is to integrate the advantageous features of wavelet 
decomposition along with GRU, which has been used in other 
applications involving time series data [9], as the modelling 
technique and compare its capability in modelling water level 
against wavelet-LSTM technique. 

 

II. METHODOLOGY 
The adopted methodology consists of three main tasks: 

building input data, developing prediction models, and 
evaluating performance as shown in Fig. 1. For the required 
data, the Han River Bridge located on Han River, Seoul was 
selected as the focus of our study. Initially, Hydrological 
analysis was done by using QGIS software to get the catchment 
area and Thiessen polygon as shown in Fig. 2. The datasets of 
Han River water level and weather parameters of three closet 
stations (Seoul, Suwon, and Dongducheon) were obtained from 
the websites of Han River Flood Control Office (website: 
https://www.hrfco.go.kr/eng/eng_main.do) for water level 
measurements and the Korea Meteorological Administration  
(website: https://data.kma.go.kr/resources/html/en/aowdp.html) 
for weather data, respectively. The water level of the Han River 
bridge was used as a dependent variable and the Weather 
parameters including (temperature, relative humidity, pressure, 
and precipitation) from relevant weather stations and the 
previous water level measurements were set up as the 
independent variables. The dataset was divided into two sets: a 
training dataset and a testing dataset.  

Around 67% of the primary dataset's data samples were used 
to train the models. The training dataset then serves as the input 
in the following modelling techniques: LSTM, GRU, wavelet-
LSTM, wavelet-GRU. The best setting for each model was then 

National Research Foundation (NRF) funded by the Korea Ministry of 
Education (No.2016R1A6A1A03012812). 

Fig. 1. General Methodology 

Fig. 2. Study Area 
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used to predict the water level values at certain time periods. In 
the last step, the coefficients of determination (R2) were 
calculated by relating the measured water level values to the 
predicted water level values based on 23% of the whole data as 
testing dataset for the evaluation of developed models. 

III. RESULTS  
The viability of the different data-driven methods; Long-

short-term-memory (LSTM), gated recurrent unit (GRU), 
wavelet-LSTM, and wavelet-GRU was investigated for water 
level prediction t (t = 0,1,2) hours after. Table 1 sums up the test 
performances of the LSTM, GRU, wavelet-LSTM, and wavelet-
GRU in predicting water level at different times of prediction. 
As it is clear from Table 1, R2 decreases in general as any model 
tries to predict  water level measurement at a later time period. 
The wavelet-GRU model with water level only as an input had 
the highest R2 value of 0.99091 when trying to predict values at 
t = 0. The other model + input combination also showed great fit 
at the same time of prediction. This is to be expected since the 
water level value being predicted is near the input values in 
terms of temporal position. 

TABLE 1 Fit of Predicted vs Measured Water Level Values at Different 
Times of Prediction 

Methodology Input 

R2 of predicted vs measured 
values after time t in hours 

t = 0 t = 1 t = 2 

LSTM 

Water Level 
Only 0.98651 0.94828 0.91312 

Water Level + 
Weather Data 0.98661 0.94528 0.91764 

wavelet-LSTM 

Water Level 
Only 0.99084 0.95763 0.92359 

Water Level + 
Weather Data 0.98886 0.95973 0.98867 

GRU 

Water Level 
Only 0.98667 0.94612 0.91392 

Water Level + 
Weather Data 0.98708 0.94683 0.91649 

wavelet-GRU 

Water Level 
Only 0.99091 0.96110 0.92415 

Water Level + 
Weather Data 0.98806 0.98743 0.98748 

 

 At t = 1, the model + input combination that gave the 
best fit of predicted versus measured values is wavelet-GRU 
with water level and weather data as input. The said model + 
input combination resulted to an R2 value of 0.98743. At this 
point, the effect of adding weather data showed a gradual 
increase in the fit of predicted values. The effect of decomposing 
the input values also showed slight increase in effect when 
predicting water level values as shown by comparing the results 
of LSTM and GRU models with wavelet-LSTM and wavelet-
GRU model counterparts. 

More evidence of the effect of wavelet decomposition and 
adding weather data in the input is shown in the results at t = 2. 
The combination of wavelet-LSTM  as modelling technique 
with water level and weather data as input had predicted values 
with an R2 value of 0.98867. Predicting water level values after 
2 hours generally showed a good fit. When using only wavelet-
LSTM or wavelet-GRU as modelling techniques or by adding 
weather parameters in the input data the increase in the fit of 
predicted values is only minimal. However, when performing 
wavelet-LST or wavelet-GRU and adding weather parameters 
as input data in predicting the water level measurements as seen 
from the jump. All these observations are shown in figure 3. 

 
Fig. 3. R2 values of Modelling Techniques at t = 2 hours 

 
It should be noted that one of the reasons for modelling with 

wavelet decomposition to have a greater capacity to predict 
values compared to the general LSTM or GRU modelling is the 
capacity to model the general trend and the noise of the time 
series data separately. Also having different input parameters in 
the time series data, such as weather data which also affects the 
water level, that have their own general trend and noise when 
decomposed also helps in finding more correlation which helps 
in making a more accurate predicted value. 

One trend that was observed when comparing the predicted 
values with the corresponding measured values is that the 
models tend to underpredict as shown in the fitted graph and 
histogram shown Figures 4 and 5, respectively. One of the 
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reasons can be the limited hyperparameters that were considered 
for tuning. Another reason might be the effect of seasonality in 
water level measurements. 

Wavelet-GRU modelling compared to the widely used 
wavelet-LSTM modelling showed greater or comparable results 
in general when predicting water level measurements at 
different time periods. This goes to show the capability of 
wavelet-GRU modelling technique in predicting water level 
measurements at the Han River bridge monitoring station. 

 

 
Fig. 4. Predicted vs Measured Water Level Value of wavelet-LSTM model 

using Water Level and Weather Data Input 

 
Fig. 5. Histogram of wavelet-LSTM model using Water Level and Weather 

Data Input Error 

IV. CONCLUSIONS  
This study presents four recurrent neural networks long 

short-term memory (LSTM), gated recurrent unit (GRU), 
Wavelet-LSTM, and Wavelet-GRU models to predict the Han 
River water level at Han River bridge, Seoul.  

All models were explored for two input combination using 
only water level and water level with weather parameters. All 
models predicted the water level with satisfactory accuracy and 
achieved R2 values greater than 0.91 which shows good fit of the 

predicted values when compared to the measured water level 
values. The wavelet-GRU modelling provided the best results 
with highest value of coefficient of determination of R2 = 
0.9909080779 using only water level input parameter at 
predicting water level value at t = 0. 

The trends and observations of the predicted water level 
values correlated with the measured water level values were also 
presented and discussed. Wavelet-GRU modelling showed 
promise and consistency in predicting water levels at different 
time periods. Possible future studies that can be explored are the 
following: the effectivity of the wavelet-GRU in predicting 
water level at a further time, checking the effect of seasonality 
in the prediction of water level, consider other hyperparameters 
when building the model to mitigate underprediction, and 
checking the validity of wavelet-GRU in predicting water level 
values at different river monitoring stations. 
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Abstract—Electromechanical Valve has been used wherever 
it is required for fluid flow and has to be controlled 
automatically. They are being utilised more and more in a wide 
range of plants and machinery. A valve may be chosen to 
perfectly suit the application at hand thanks to the range of 
possible designs. With respect to this advancement of technology 
regarding electromechanical valves, this paper will portray the 
most recent commonly produced solutions and technologies on 
electromechanical valve monitoring systems to determine the 
conditions of the electromechanical valve that can avoid any coil 
failures, identify any degradation or issues with the valve and its 
parts and fix them before the valve fails. Electromechanical 
valve monitoring is crucial to ensuring that the machinery is 
operating as efficiently as possible. This study reviews and 
presents proposed experimental works of electromechanical 
valve monitoring systems. It is widely used in many major and 
high revenue industries, from agriculture to the dynamic & 
technology advancement automotive manufacturing, and it 
plays a crucial role in keeping businesses running smoothly. An 
effective EMV monitoring solution is intended to enable large 
plantation sites, real-time analysis, and the provision of online 
monitoring systems based on IOT deployment, especially for the 
strategic area at the oil and gas industry 

Keywords—Electromechanical valve, Electrical coil, 
Monitoring system, , Rotork 

I. INTRODUCTION 
This Electromechanical valves are electromechanical 

devices that are controlled by electricity and are used to 
regulate the flow or direction of liquids or gas. Electrical 
energy is converted into mechanical motion or mechanical 
energy via an electromechanical valve [9]. An 
electromechanical valve is made up of two parts: a solenoid (a 
copper-insulated coil) and a valve body. The plunger 
(armature or core), seal, spring, orifice, shade ring, intake port, 
and outlet port are the other important components of the 
electromechanical valve that work together to function as a 
whole. In engineering practice, an electromechanical valve is 
an electric component that uses electric current to produce the 
strength of the magnetic field that can regulate fluid. These 
components are used to turn off, unload, dose, distribute, or 
mix fluids. This is performed by delivering an electric current 
via a coiled wire, creating a magnetic field, and therefore 
altering the position of a plunger. The location of the plunger 

governs the passage of the working fluid (s) [1] EMVs are 
essential parts among many technologies. Their appeal stems 
mostly from their basic and durable design, as well as their 
low cost. Electromechanical valves are utilized in a variety of 
products, including vehicles, household systems, and 
industrial machines. A liquid electromechanical valve 
regulates the flow of a liquid medium, whereas a pneumatic 
electromechanical valve controls the movement of air in a 
circuit. Electromechanical valves are frequently used for a 
purpose. 

II. WORKING PRINCIPAL 
In simpler terms, an electromechanical device 

regulate the flow of fluid by changing the position of the 
valve when an electric current is passed through a solenoid 
coil. A magnetic field is created by passing an electric current 
through the coil and pulls the orifice upward, opening the 
plunger. This is the fundamental principle that allows 
solenoid valves to open and close [15]. 

To understand the technical flow of the 
electromechanical valve model more, Figure 2 depicts 
simplified schematic views of the valve's closed and open 
positions. The valve is kept closed in the absence of solenoid 
excitation by the return spring (Fig. 1(a)). When a DC voltage 
is applied to the solenoid, the resulting magnetic force 
displaces the moving part against the return spring, causing 
the valve to open (Fig. 1(b)) and a flow cross section to 
develop through an orifice. 

 
 
 
 
 
 
 
 
 
 
 

Figure 1. (a) & (b) [15] : Working Principle of Electromechanical Valve 

56 ICMIC 2023



 

 

III. RESULTS AND DISCUSSION 
Experimental works for electromechanical valve 

parameter characterizations can provide invaluable insights 
into the optimal operation of components. This can include 
detailed cross-validation studies to map out behaviors that are 
often invisible in ordinary tests or simulations. Taking the 
time to research these parameters and to lay down the 
boundaries around them can help engineers make more 
reliable decisions about how their electromechanical valves 
will react in real application, allowing them to maximize 
performance and reliability. Knowing these parameters can 
also allow for cost reduction efforts when developing systems 
containing electromechanical valve components, as well as 
improved maintenance practices due to a better understanding 
of expected performance. 

A. Measured Performance Criteria 
The coil resistance can play a significant role in 

understanding the aging condition of electromagnetic coil or 
coil failure in Electromechanical Valve. When the 
Electromechanical Valves do fail, a significant change in the 
measured current and resistance is expected. From the data 
findings, a suitable threshold can be established as follow 
which can used to predict the coil failure of Electromechanical 
Valve:- 

• Control Condition:  The current and resistance of the 
coil was observed to be the baseline. 

• Shorting condition: The current value is increased 
while the resistance is decreased. 

• Overheating condition: The current value is decreased 
while the resistance is increased. 

B. Control Condition 
The In the normal control condition, the 

Electromechanical Valve (EMV) coil resistance and 
temperature was observed to be the baseline of the 
electromechanical valve as per figure below:- 

 

 

 

 

 

 

 

 
Figure 2. EMV Control Condition Parameter Behavior 

 

C. Shorting Condition 
The Electromechanical Valve (EMV) current value 

increased from its control condition 0.031 A to 0.055 A when 
there was water in the SOV. The changes of resistance value 
is vice versa as per table below:- 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 3. EMV Shorting Condition Parameter Behavior 

 

D. Overheating Condition 
 The current value was decreased from 0.031A (control 
condition) to 0.029A when the coil at high surrounding 
ambient temperature. The changes of resistance value is vice 
versa as per table below:- 

Figure 4. EMV Overheating Condition Parameter Behavior 

 

E. Predictive Electromechanical Valve (EMV) Remote 
Monitoring System 
In depth research of the EMV monitoring system shows 

that it has been implemented in many applications with a 
functional method. Further approach in the EMV monitoring 
system relies on the working principles and conditions of the 
EMV. Hence, it is significant to understand the type of 
monitoring system used to monitor the device. Based on the 
research, most monitoring solutions are using a traditional 
method to determine the condition and behavior of the EMV.  

The proposed predictive EMV Remote Monitoring 
System configuration as per block diagram below for holistic 
illustration: - 
 
 

IV. USING THE TEMPLATE 
 
 
 
 
 
 

Figure 5. Proposed Configuration for Predictive EMV Remote Monitoring 
System 
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A. Predictive Electromechanical Valve (EMV) Remote 
Monitoring System 
IoT platform for predictive monitoring of 

electromechanical valve offers convenience for organizations 
and businesses. This technology platform delivers dashboard 
and app-based notifications that allow users to remotely 
access their devices no matter the location. Users receive real-
time updates on their valves’ performance, helping them 
anticipate possible malfunctions before they occur. The 
dashboard also contains customizable analytics on the 
temperature, resistance, current, and healthiness so industry 
can obtain additional insights into their systems. Predictive 
analytics from IoT technology can improve productivity and 
reduce operational costs by preventing unexpected outages 
caused by unwanted malfunctions. Figure xx shown below are 
the proposed Predictive Monitoring for EMV. 

Figure 6. Proposed IoT Platform for Predictive Monitoring of EMV 

 

V. CONCLUSION 
The reason behind this paper is to emphasize the methods 

of monitoring the conditions of an Electromechanical Valve 
(EMV). Researchers that are engaged in electromechanical 
valve monitoring systems may find this review paper to be 
very beneficial. Reliability Testing Procedures, DCS/Safety 
SVM, Fault Detection Method, Diagnostic System, and 
Dynamic Model are a few techniques for keeping an eye on 
the electromechanical valve's condition.  

 In conclusion, electromechanical valves are an essential 
component for many industries. With the ability to precisely 
control flow of a wide variety of fluids, electromechanical 
valves are versatile and can provide a great deal of value 
creation across many applications. Beyond that, 
electromechanical valves offer safety advantages as they can 
be programmed to operate in predictive manners, perhaps 
taking over when manual operation would pose too much of a 
risk. The reliability and accuracy they bring forth makes 
electromechanical valves a long-term benefit to industry 
worldwide. 
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Abstract—BPSec in a bundle of Bundle Protocol version 7
provides a variety of ways to ensure data integrity and
confidentiality during bundle transactions. Due to the
complexity of the organization of BPSec elements within a
bundle, processing bundles possessing BPSec elements can be
complicated, and caution must be taken as the scope of block
security expands. This paper presents a potential analysis model
of complex BPSec elements in a BPv7 bundle to concisely
understand the configuration and relationship between the
security block and its target block at a DTN destination node.
This will enable dedicated software to handle those BPSec
elements efficiently and more deterministic way.

Keywords—BPv7, bundle protocol, BPSec, BIB, BCB, DTN

I. INTRODUCTION

BPSec (Bundle Protocol Security)[1-2] in a BPv7
bundle[3] is a security extension for the Delay-Tolerant
Networking (DTN) technology, which is designed to provide
communication in situations where end-to-end network
connectivity is not always possible, such as in remote or
challenging environments. BPSec provides security services
for DTN bundles, which are the basic unit of data transmission
in DTN networks. These security services include data
integrity, confidentiality, and authentication, which are
essential for secure communication in DTN networks
including space/air, vehicular and maritime networks. BPSec
adds security blocks to DTN bundles, which contain
information about the security services used to protect the
bundle. These blocks can be used to verify the authenticity of
the sender, ensure the integrity of the data, and provide
confidentiality of the bundle contents.

While applying integrity and confidentiality mechanisms
to bundles in the BPv7 standard using BPSec, the process of
constructing the security block along with its target block can
become complex and vulnerable to malicious manipulation.
Therefore, it is important to quickly and safely understand the
structure of the received security blocks in a bundle to address
any potential software issues. The purpose of this paper is to
propose a practical and intuitively implementable cyclic run-
through  model for investigating and processing the complex
relationship between BPSec integrity and confidentiality
security blocks and their respective target blocks. This model
is designed to provide a clear understanding of how to handle
these elements at a DTN node to which the BPSec elements
are finally destined.

II. NOTABLE RELATIONSHIP BETWEEN SECURITY BLOCK AND
TARGET BLOCK

To further understand BPSec elements, it is important to
note that they consist of a security block, including the BIB
(bundle integrity block) and BCB (bundle confidentiality
block), and their respective target block, which may include
an extension block, primary block, or payload block.

BIB and BCB have different roles and responsibilities with
regard to providing and handling the necessary functions of
bundle’s security capabilities in DTN networks.

Care must be taken when composing and combining
BPSec elements. Similarly, equal caution must be applied to
understanding the structure of received BPSec elements, as
their complexity may cause software to misunderstand their
precedence or waste processing time unnecessarily, and to
react a falsely configured BPSec elements as a privileged.

For efficient processing of BPSec elements in BPv7
bundles, a concise and simple understanding model is required.

A. BIB and target block
Some notable points that should be considered when a

receiving DTN node encounters BIB blocks and its target
block can be summarized as follows:

 BIB can have multiple security target blocks with the
same security context and configuration. This
mechanism is called "Target Multiplicity." However,
there is no predetermined position between BIB with
target multiplicity and its target block except primary
block (Block #0) and payload block (Block #1). In
other words, BIB block(s) can appear at any position
in a bundle, so there is no guarantee of completeness
in processing BIB block(s) with target multiplicity
until all primary, extension, and payload blocks have
been identified and checked to determine whether
they are the target block(s) of the BIB.

B. BCB and target block
Some notable points that should be considered when a

receiving DTN node encounters BCB blocks and its target
block can be summarized as follows:

 Every target block of BCB should have the highest
priority for handling over other BIB or extension
blocks, as a target block of BCB needs to be decrypted
first before any other block can be processed.
Otherwise, the bundle block processing engine may
not be able to recognize the contents of the block-type-
specific data of the encrypted target block, leading to
assertion errors or unnecessary removal of parts or all
of the received bundle.

 Primary block (Block #0) cannot be a target block of
BCB.

C. BIB and BCB
There is no requirement for a specific position of locating

BIB or BCB in a BPv7 bundle. For example, BIB (#3) can
appear before BCB (#2). The forced positional rule is only
applied to the primary block and payload block; the primary
block (Block #0) must appear first in a bundle, and the payload
block (Block #1) must be located at the end of the bundle.
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III. EFFICIENT UNDERSTANDING BPSEC ELEMENTS IN A
BUNDLE

Although BPv7 and BPSec documents in [1-4] provide
rules and precautions for configuring BCB and BIB, it is
important to locate a short and concise path for effective
processing BPSec elements in a BPv7 bundle, especially for
embedded software that processes bundles with relatively
limited computing power. This is particularly critical when a
DTN engine encounters high-bandwidth DTN transactions
and bundles that are heavily protected by BPSec, which can
affect most components of a bundle.

An efficient way to investigate BPSec elements in a
bundle can be broken down into several steps. Investigating
BPSec elements in a bundle involves establishing a clear
structural relationship between the security block and its target
block and actually means creating a 'building-block' that can
be referenced when finding the shortest path. This can reduce
the software processing burden and complexity.

A. Populating building-block of BPSec elements
The actual processing of the BPSec elements in a security

bundle cannot start until all bundle blocks are received and
recognized. This is because the logical and positional
relationship between the security blocks and their target
blocks can only be known when all bundle blocks are
identified. By populating the building blocks of BPSec
elements, the following relationships can be identified, and an
appropriate relationship model can be recorded:

 Block number (#) and block type.

 If it is a security block, a list of its target block(s).

 These building blocks should be arranged in the
following sequence: Primary block - BCBs (if any) -
BIBs (if any) - extension blocks (if any) - payload
block. This ensures that out-of-order BPSec elements
in a bundle are formalized in the expected order and
can be treated as deterministic way[4].

I suggest that the populated building-blocks for received
BPSec elements should resemble the structure shown in
Figure 1.

Fig. 1. Populating building-block for BPSec elements

B. Cyclic run-through the building-block
After populating the building blocks for an entire received

bundle, which may consist of multiple security blocks, it is
suggested to perform a cyclic run-through (CRT) search for
processing the building blocks. This helps to minimize the
path and effort required for bundle security processing and
simplify logical consideration during making decision as a
result of the security processing. As shown in (b) of Fig. 1, the

CRT search starts from the primary block at the rightmost side
and proceeds to the payload block at the leftmost side.

It is desirable to process the BCB first because an
encrypted bundle block needs to be decrypted into plain text
so a bundle processing engine can recognize the structure and
contents of the block-type-specific data in any extension or
payload block.

Fig. 2 illustrates a proposed CRT search model, which is
designed for use in limited processing environments, such as
embedded computing. It should be noted that there may be
more flexible ways to perform this search under different
computing conditions and approaching ways.

Fig. 2. Proposed sequence diagram of CRT model

IV. CONCLUSION

This CRT model for understanding and processing BPSec
elements in a BPv7 bundle has been tested using the KARI’s
in-house development software of DTN, i3DTN. Full
compliance has been checked against examples of bundle
security use cases shown in [2]. Further work is needed to
perform interoperability tests with other DTN
implementations that support BPSec functionality.
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Abstract—Confidential information is shared not only in the 
enterprise environment but also in the personal environment, 
and the file sharing method is used the most. A number of 
stakeholders use the file encryption method most often to 
maintain confidentiality in order to share important 
information, but there is a disadvantage that confidentiality is 
not maintained if the encryption key is exposed. In this study, 
we propose a secret file sharing methodology that allows 
multiple users to share important information while 
maintaining confidentiality. The proposed methodology has the 
advantage of minimizing the leakage of confidentiality when the 
encryption key is leaked. In addition, in order to verify the 
effectiveness of the proposed methodology, it was empirically 
implemented and unit functions were checked. However, since 
this study is at the level of a shared model, additional research 
is needed to develop it into a service or solution level. 

Keywords—Secret files, Important Documents, Key 
management, Cryptography, Access Control 

 

I. INTRODUCTION 
In an enterprise environment, critical information is used 

and shared with stakeholders. This share should be kept 
confidential by allowing only limited access [1]. Various 
methods are used for this purpose, but each has its own 
advantages and disadvantages. If the symmetric key method 
is used, confidentiality is not maintained when the key is 
exposed. In addition, if an asymmetric key algorithm is used, 
only limited stakeholders can access it, but a PKI for 
information sharing must be established. 

In this study, we propose a secret file sharing methodology 
that uses symmetric keys but allows access only to multiple 
stakeholders. In addition, it is empirically implemented to 
verify the effectiveness of the proposed methodology. 

II. RELATED WORKS 

A. File Sharing Requirements 
In an enterprise environment, a web service or SNS is used 

as a platform for information exchange. A basic information 
exchange method is file transfer. However, this method is bad 
for maintaining confidentiality. In the process of transferring 
the file, unauthorized persons can access it. If the file to be 
delivered is lost, malicious attackers can exploit it. 

In particular, a file may need to be shared by multiple 
users. Only authorized users should be able to access the file, 
and a method to block access by unauthorized users is needed. 

B. Encryption Alogorithm for Protect Confidentiality 
The most effective way to ensure the confidentiality of 

information recorded in files is encryption [2]. When the 
encryption algorithm is applied to the information to be 
protected, the information is converted to cipher text, which is 

unknown until decryption. The encryption method is divided 
into a symmetric key method and an asymmetric key method, 
and the strengths and weaknesses of each are shown in Table 
1 [3]. 

TABLE I.  ENCRYPTION ALGORITHM FEATUER 

Type Strengths Weaknesses 

Symmetric 
Key  
Algorithm 

· high speed 

· Simple cipher 
application 
structure 

· Key 
management 
burden 

Asymmetric 
Key  
Algorithm 

· High security 
strength 

· High application 
power 

· Low 
performance 

· PKI required for 
cipher apply 

 

For such an enterprise environment, a symmetric key or 
asymmetric key method can be used to share a secret file with 
multiple users. If the symmetric key method is used, 
construction can be easy, but there is a disadvantage that 
confidentiality cannot be maintained if the encryption key is 
exposed. Conversely, in order to use the asymmetric key 
method, a PKI must first be established, which has the 
disadvantage of high cost compared to functionality. 

C. Secret File Sharing Requirements 
In order for multiple users to share the secret file, the 

following requirements must be satisfied. 

· For a simple structure, a symmetric key algorithm is used. 
This ensures fast encryption. 

· Only authorized users should be able to access the secret 
file. Access by unauthorized users is blocked. 

· Each user uses an individual crypto key, and the crypto key 
is not shared. Even if one crypto key is exposed, the secret 
file is protected. 

III. SECRET FILE SHARING METHODOLOGY 

A. Cripto Key Manage Model 
Figure 1 shows the method for multiple users to share the 

secret file proposed in this study. 

The secret file is encrypted with the document crypto key. 
Only one key is enforced per secret file. This document crypto 
key is again encrypted with the user crypto key. By applying 
this structure, each user crypto key can be used to access the 
secret file. If an unauthorized user accesses the secret file, 
plain text cannot be verified because it is encrypted. 
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Fig. 1. Secret file sharing structure for multi-users 

If the user crypto key is exposed, the confidentiality of the 
secret file can be maintained by removing the enforcement of 
the key. 

B. Implements 
The effectiveness of the secret file sharing methodology 

proposed in this study needs to be verified. For this purpose, I 
actually implemented it and checked the following unit 
functions. 

· Operation of the secret file encryption/decryption function 
using the document crypto key 

· Operation of the document crypto key encryption function 
using the user crypto key 

· Check to allow authorized users to access the secret file 
(Open) 

· Check secret file access rejection of unauthorized persons 

As a result of checking each unit function, it was 
confirmed that the entire function operated normally. 
Therefore, the secret file sharing methodology proposed in 
this study satisfies the four requirements. 

IV. CONCLUSTION 
The frequency of using files containing important 

information continues to increase not only in enterprise 
environments but also in personal environments. In addition, 
the scope of stakeholders continues to change. For this 
environment, this study proposed a secret file sharing 
methodology that only a large number of users can access, and 
verified its effectiveness through empirical implementation. 

However, since this study only proposed a methodology 
that allows multiple stakeholders to share a secret file using a 
symmetric key encryption algorithm, additional research is 
needed to expand to service ice or solutions by applying 
business processes. 
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Abstract—This article addresses the growing need for im-
proved maritime training in the pursuit of sustainable operations
and cost reduction within the maritime industry. As a fundamen-
tal pillar of the maritime industry, mooring training is of utmost
importance due to its significance in both ensuring the safety of
operations and its overall importance in maritime activities. By
integrating immersive technologies such as VR, AR and MR, we
can enhance mooring training, fostering a safer and more efficient
learning environment that accelerates knowledge acquisition. In
this article, we present a novel VR scenario that combines
practical training and assessment for mooring operations. Within
a secure and controlled environment, our VR scenario provides
comprehensive instruction on mooring equipment, ropes, and
essential shore-side mooring zones. Through interactive simu-
lations featuring bollards, capstans, and other vital elements,
we provide a comprehensive and immersive training experience.
Our approach aims to enhance safety, efficiency, and knowledge
acquisition in mooring operations.

Index Terms—virtual reality, maritime safety, mooring train-
ing, mooring operations

I. INTRODUCTION

Mooring operations are a vital part of maritime industries,
ensuring the safe and efficient berthing and anchoring of
vessels. Although the maritime industry has a fairly good
safety record, maritime accidents could lead to devastating
consequences, due to human factors or equipment errors [1],
[2]. Although various automation systems and high level
equipment are being developed to make maritime operations
safer and more sustainable, mooring operations will require
people for the foreseeable future [2], [3]. As such, mooring
training is critical for various personnel involved in maritime
operations.

Traditionally, this training is conducted through a com-
bination of classroom instruction, on-the-job training, and
simulation-based training. In classroom training, trainees are
taught the basics of mooring operations, safety procedures,
and the types of equipment used, as well as different types
of mooring lines, winches, and the forces acting on a moored
ship. They are also taught about the dangers of mooring and
safety precautions they should take during mooring operations.
On-the-job training is the practical part of the training where
the trainees get hands-on experience under the supervision
of experienced crew members. They learn how to handle
the equipment and how to communicate effectively during
mooring operations. Although on-the-job training is extremely
useful, it is critical to eliminate all potential risks with training
activities for new trainees. Simulation-based training is a
relatively recent training method that can address the risk
factor of on-the-job training by first introducing the trainees
to the environment via virtual reality, where they can practice
the mooring techniques they learned in theory in a safe
and controlled setting [4]. This type of training can be very
effective as it allows the trainees to gain experience without
the risk of injury or damage to the equipment. We can use
simulators to replicate different scenarios, weather conditions,
and emergencies that may not be feasible or too dangerous to
experience in real life.

Emerging immersive technologies, such as virtual real-
ity (VR), augmented reality (AR) and mixed reality (MR)
have created new possibilities for maritime simulators and
simulation-based experiences for training and operations [4]–
[9]. VR, AR and MR have been considered by training
organizations as a technology that can significantly improve
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seafarer’s performance and competency [4]. These training
methods are also relatively cheaper, more immersive than
theoretical training without the added risk, more compact and
accessible in comparison to traditional methods [5], [6], [8],
[9].

II. METHODOLOGY

A. VR System and Tools

In the developed VR-based mooring operations training
program, we are using a high-powered computer that can
handle VR applications, the HTC Vive Pro head-mounted
display, 4 HTC Vive base stations for motion capture within a
room, and Unity software for VR scenario creation. With this
setup, the following interaction methods are supported.

• Click: Users can utilize HTC controllers to interact with
the environment.

• Eye-Gaze: Users can trigger responses or access more
information by focusing their gaze on specific objects or
areas.

• Under-the-eye: Users are provided with detailed instruc-
tions or prompts related to certain objects or actions
within the environment.

• Movement inside a zone: Users are able to physically
move within designated zones within the environment.
The zone setup is 3 meters by 3 meters.

B. Environment Design

Our VR design includes two modes; Practice and Assess-
ment. The Practice mode is designed as a sort of tutorial
in which the users can get used to the VR environment
and practice the movements allowed within the design. The
Assessment mode is where the user will be doing the full
mooring operation without the limits put in during Practice
mode. Further details for the two modes are provided below.

1) Practice mode: In this mode, the user will perform three
exercises;

• Teleporting (movement within the confines of the envi-
ronment)

• Pulling of ropes onto bollards
• Use of capstan

a) Teleporting: Teleportation is segmented into 3 zones.
The user can walk around and interact with objects within
each zone. The user will use the Eye-Gaze feature to teleport
from zone to zone. To complete this exercise, the user must
teleport to all 3 target locations. After the exercise, a pop-up
window will be shown to either Retry or Exit this exercise.

b) Pulling of ropes onto bollards: In this exercise, the
user will learn how to use the controllers (left, right) to interact
with the ropes and bollard. A monkey fist will be thrown by
the ship crew, the user can interact with the monkey fist via
pulling the heaving line, mooring the rope, and securing the
mooring rope on the bollards. To complete this exercise, the
user must secure 2 mooring ropes over the bollard. An excerpt
from the scene is shown in Figure 1. After the exercise, a pop-
up window will be shown to either Retry or Exit this exercise.

c) Use of capstan: In this exercise, the user will learn
how to operate the capstan. The user will connect the mes-
senger rope to one end of the heaving line, and loop the other
end over the capstan and start drawing the messenger line.
The user will trigger the buttons on the ground to start/stop
capstan. To complete this exercise, the user must secure 2
mooring ropes over the hook of the capstan. An excerpt of
this scene is shown in Figure 2. After the exercise, a pop-up
window will be shown to either Retry or Exit this exercise.

2) Assessment mode: In this mode, the user will be doing
the full mooring procedure. The mooring configuration is 3-2-
2. Mooring is done at the bow of the ship. The setting for this
mode is fine weather during the day with no rain and wind.

For this mode, the user will begin in the office VR environ-
ment. A pop-up will inform them that a ship will be arriving
for mooring, and they will have to put on their Personal
Protective Equipment. Once done, a pop-up will inform the
user that they have successfully equipped themselves and are
ready to exit the office and proceed to the jetty. At the jetty,
the ship will arrive and the user will follow the mooring
configuration 3-2-2.

a) Mooring configuration at the spring line bollard is 2:
In the first zone, monkey fist is thrown down by the crew. The
user must use both controllers to hold the monkey fist and pull
the heaving line. The user must pull the heaving line until the
first spring line is within reach. Once the spring line is within
reach, the user will grab the first spring line rope eye and
place it over the bollard using the controller. Then, the user
will secure the heaving line onto the railing nearby by holding
the heaving line with the controller and walking to the railing.
After hanging the heaving line on to the railing, the user will
untie the heaving line from the first spring line by clicking
on the knot between the heaving line and the mooring rope.
Second spring line will be released. The user then can start
to pull the heaving line until the second spring line is within
reach. Then, the user can grab the second spring line rope
eye and place it over the bollard. The user will then untie the
heaving line from the second spring line and take the heaving
line from the railing. After this, the user will move to the
next target destination (breast line platform/breasting dolphin)
using teleport.

b) Mooring configuration at the breast line is 2: Moving
on to the second zone, the breast line platform/breasting
dolphin, the user will bring the heaving line near one end of
the messenger line and release the grip to attack the heaving
line to the messenger line. The user will then pick up the other
end of the messenger line using the controllers and loop over
the capstan. Once done, the ship crew will begin drawing the
heaving line until the messenger line reaches the ship deck.
The ship crew will release the messenger line together with
the first breast line. The user will trigger the buttons on the
ground to start the capstan to draw the messenger line. Once
the first breast line is within reach, the user will trigger the
buttons on the ground or move away from the capstan front to
stop the capstan front rotating. The user can then grab the first
breast line and place it over to the capstan hook. The user will

64



Fig. 1. VR Practice mode - Bollard exercise

Fig. 2. VR Practice mode - Capstan exercise

Fig. 3. VR Assessment mode - Screenshot from assessment while running capstan
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untie the messenger line from the first breast line and re-loop
the messenger line on the capstan. Once done, the ship crew
will begin drawing the messenger line until it reaches the ship
deck. The ship crew will release the messenger line tied to
the second breast line. The user will trigger the buttons on the
ground to start the capstan to draw the messenger line. Once
the second breast line is within reach, the user will trigger
the buttons on the ground or move away from the capstan to
stop the capstan and grab the second breast line and place it
over to the capstan hook. The user will untie the messenger
line from the second breast line. After this, the user will pick
up the messenger line and move to the next target destination
(stern line platform/stern mooring dolphin) using teleport.

c) Mooring configuration at the stern line is 3: Finally,
when the user arrives at the stern line platform/stern mooring
dolphin, the ship crew will start to release the messenger line
tied to the first stern line. Still holding on to the other end
of the messenger line, the user will loop over the capstan.
Then, the user will trigger the buttons on the ground to start
the capstan and capstan will start to draw the messenger line.
Once the first stern line is within reach, the user will trigger the
buttons on the ground or move away from the capstan to stop
the capstan. The user will grab the first stern line and place it
over to the first capstan hook and untie the messenger line from
the first stern line. The user will re-loop the messenger line on
the capstan. Once done, the ship crew will then begin drawing
the messenger line until it reaches the ship deck. The ship crew
will release the messenger line tied to the second stern line.
The user will pick up the other end of the messenger line using
the controllers and loop over the capstan. The user will start
the capstan to draw the messenger line. Once the second stern
line is within reach, the user will stop the capstan and grab
the second mooring rope and place it over to the first capstan
hook. The user will untie the messenger line from the second
stern line and re-loop the messenger line on the capstan. Once
done, the ship crew will then begin drawing the messenger
line until it reaches the ship deck. The ship crew will release
the messenger line tied to the third stern line. The user will
pick up the other end of the messenger line and loop over the
capstan. The user then starts the capstan to draw the messenger
line. Once the third stern line is within reach, the user will stop
the capstan and grab the third stern line and place it over to
another capstan hook. The user will untie the messenger line
from the third mooring rope. All lines must be heaved up and
tensioned by the ship and the user must stand behind the snap
back zone during the process of tensioning. After this, the
mooring procedure will be complete, and a pop-up window
will be shown to either Retry or Exit this Assessment.

C. Conclusion and Future Direction

By embracing the power of VR technology, our Mooring
VR application offers a transformative solution to enhance
maritime safety in mooring operations. Through an immersive
and realistic training experience, the trainees can effectively
learn and familiarize themselves with the intricacies of the
mooring process in a safe, controlled, and interchangeable

environment. This will ultimately reduce the occurrence of
accidents due to human factors and improve overall safety.
With the deployment of this innovative training solution, we
aim to significantly improve the way mooring operators are
prepared for their critical roles in the maritime industry.
In our ongoing efforts for system enhancement, we plan
to incorporate additional diverse mooring configurations and
environmental conditions to enhance the functionality and
practicality of the system. We also intend to integrate mixed
reality capabilities, leveraging physical elements such as real-
ropes and haptic technologies, such as robotic hands or haptic
gloves, to enrich the training experience. These technologies
have the potential to enhance realism and tactile feedback,
offering trainees a more immersive and engaging environment
for practicing mooring operations.
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Abstract—The fuzz testing has been considered as an 
indispensable test-generation tool to identify system 
vulnerabilities in software security. The testing method utilizes 
automated directed randomness to travel a variety of execution 
paths in the systems. The generation of fuzzing data in the fuzz 
testing has been studied in the wide range of literature, but the 
identifying abnormal states of the systems after the exposing 
their defects is analogous for the test to determine whether the 
testing results are successful or not. In this work, we have been 
designed a fuzzing response assessment architecture for the 
vulnerability identification testing on CPS(Cyber Physical 
Systems) of the smart ships.  

Keywords—fuzz testing, cyber physical systems, security 
vulnerability assessments. 

I. INTRODUCTION 
The cyber-physical system has been refered the systems 

where software and hardware components are seamlessly 
integrated to conduct well defined tasks, generally. 
Increasingly, the forementioned operations are highly 
automated and distributed amongst multiple agents. The fuzz 
testing  technique has been explored to identify the defects of 
the system by generating and inputting mutated data. The 
testing disciplines are fundamental security requirements for 
the CPS to maintain sound status before the deployment in the 
fields[1].  

The generating the fuzzing data has been developed as an 
autonomous identification of security vulnerabilities in the 
system. However, the process of the determining the security 
vulnerabilities from the target systems after injecting the 
mutated fuzzing data is still analogous for testers to perform. 
That is, the responses or feedbacks from the system after the 
processing of the autonomously generated fuzzing data should 
be analyzed by the testers in order to determine if the fuzzing 
data cause the fault or crash of the systems. Consequently, the 
purpose of the fuzz testing is to autonomously cause the 
abnormal states of the target system, but the final 
determination of the result from the fuzzing data is still left to 
human resources. 

This work proposes a design to relieve the problem of 
analogous determining the system states or responses by 
clustering input data to the system and output data from the 
system before performing the fuzz testing.   Our system has 
been combined with supervised A.I.(Artificial Intelligence) 
algorithms to classify the input data by the output data. In 
addition to the classification, our system also adopts the 
unsupervised A.I. algorithm to find the similarities between 
the mutated fuzzing data and input data. By exploring those 
two autonomous algorithms, we would be able to predict the 
system responses from the fuzzing data, then the identification 
of defects in the system could be revealed as a vulnerability to 
be fixed. 

II. DESIGN OF THE RESPONSE ASSESSMENT BASED FUZZ 
TESTING ARCHITECTURE 

A. Architecture for Response Assessment based Fuzz 
Testing on Cyber Physical Systems 
The Fig. 1. shows the design of response assessment based 

fuzz testing architecture to overcome the limits  on the current 
testing structure.   

 

 
Fig. 1. Response Assessment for Fuzz Testing 

An existing fuzz testing architecture is composed with 3 
parts, capturing data, generating fuzzing data and inserting the 
fuzzing data to the target systems. As forementioned in the 
introduction, since the final determination of the successful 
fuzz testing is still left to testers, our testing model adopts the 
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response assessment parts to overcome the problem of 
analogous process beyond the autonomous analysis. 

B. Advantages of the Response Assessment based Fuzz 
Testing  
This design explores two A.I. models, supervised and 

unsupervised algorithms, to build fully automated fuzz testing 
to identify vulnerabilities of the target systems. The 
supervised algorithm to learn the classification of input data 
by output data before injecting the fuzzing data, and the 
clustering algorithm, unsupervised learning model, groups the 
mutated fuzzing data with input data by the similarity between 
them in order to predict the states of the systems after 
processing the fuzzing data. Consequently, the fuzz testing is 
fully automated from the generating fuzzing data to identify 
the system states. 

III. CONCLUSION 
Due to the nature of the cyber physical systems, the 

identification of vulnerabilities on the system before the 
deployment is one of the crucial processes in the 

developments. Even though the purpose of the fuzz testing is 
automated vulnerability assessment of the target system, the 
final process of determining the response from the system by 
processing the fuzzing data has been analogous for testers to 
analyze. However, this work proposes a novel method to 
augment the existing fuzz testing for fully automated security 
tool. 
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Abstract—The AIS information classifies ships as fishing 
boats, passenger ships, cargo ships, or oil tankers. Container 
ships, bulk carriers, general cargo ships, or vehicle carriers are 
all cargo ships in the AIS code. However, the type of ship is 
closely related to the maneuverability of the ships, and the 
maneuverability, acceleration, course stability, steering 
performance, and stopping distance of different ship types are 
significantly different. Therefore, in the application of maritime 
supervision, it becomes an important task to correctly classify 
and identify these unknown types of ships. This paper develops 
a ship-type classification model by using Machine learning 
algorithms based on AIS data. Applied to the Changhua wind 
farm channel, the experimental test shows that extracting the 
static and dynamic behavior characteristics of ships can 
improve the performance of the classifier, and the accuracy rate 
reaches 97%. The proposed method can solve the problem of 
insufficient types of ships in AIS information and can be used as 
characteristic data for subsequent ship navigation anomaly 
detection. At the same time, the test results also detected 
abnormal types of ships, showing cases of fishing boats disguised 
as bulk ships. 

Keywords—Ship-type classification, AIS data, Machine 
learning, Random forest 

I. INTRODUCTION 
With the development of the global economy, the number 

of ships and the volume of transportation is increasing rapidly. 
The risk of maritime traffic is increasing significantly, 
especially in busy and complex waters. Serious marine traffic 
accidents often cause loss of life and irreparable economic loss. 
Therefore, improving the efficiency of maritime traffic 
management and supervision has become an important 
research topic. 

In recent years, ship AIS spatiotemporal data have been 
widely used in the exploration of maritime traffic 
characteristics, analysis of ship behavior and anomaly 
detection, maritime safety, maritime situational awareness, 
maritime rescue, marine pollution, ship supervision, and other 
fields [1]. The status of ships at sea can be easily identified 
based on instant AIS information. It can also extract ship 
navigation features from historical data, construct maritime 
traffic models or ship behavior models, and be used as 
important information for maritime supervision and abnormal 
behavior detection [2]. However, unusual and erroneous 
information is often hidden in the bulk of AIS records. In 
particular, some vessels cheat detection by deliberately 
turning off transponders, falsifying position data, or 
intentionally transmitting falsified identification data, such as 
ship type, to conduct illegal operations or even illegal 
exploration [3]. It is often difficult to find out the true type or 
identity of certain ships in historical databases, which not only 
presents challenges for maritime surveillance but also 
interferes with further data mining and subsequent analysis. In 
addition, the existing AIS information only classifies ships 

into fishing boats (ship code 30), passenger ships (code 60), 
cargo ships (code 70), or oil tankers (code 80), etc. Although 
container ships, bulk ships, general cargo ships, or vehicle 
carriers are all cargo ships in the AIS code. However, it is 
obvious that the type of ship is closely related to the 
maneuverability of the ship. Generally speaking, different 
types of ships have different maneuverability, such as 
acceleration, course stability, steering performance, and 
stopping distance. For example, the maneuverability of 
container ships is generally better than that of bulk ships. 
Therefore, in the subsequent application of maritime 
supervision, the crew or Vessel Traffic Service (VTS) 
operators must grasp in advance to predict the behavior of 
ships in a confined and busy area [4]. Therefore, correctly 
classifying and identifying these ships becomes an important 
task. 

Traditional maritime navigation supervision primarily 
relied on charts and radars and was judged by the operator’s 
long-duty experience. The development and innovation of 
artificial intelligence technologies, such as machine learning 
and deep learning methods, provide advanced tools for AIS 
data mining and information extraction. The use of artificial 
intelligence algorithms to extract potential maritime traffic 
features from AIS data has become an important research 
topic for the development of maritime surveillance systems. 
At present, some studies have achieved certain results by 
extracting ship features and combining machine learning 
methods for ship classification. As a preliminary study of 
maritime surveillance, ship type recognition can be used to 
identify ship types, provide more detailed ship classification 
information, and play a vital role in promoting the application 
of marine surveillance. 

The purpose of this research is to apply AIS data to 
develop ship classification technology, which is a basic 
project for abnormal detection of ship behavior in the smart 
navigation safety maritime surveillance system. 

II. RELATED WORK 

The existing ship type recognition research is mainly 
divided into two types according to the adopted data types: 
one is based on image data, such as ship photos taken in ports, 
aerial or satellite images, and the other is based on information 
such as speed and heading of AIS data. The image-based ship-
type recognition method [5, 6, 7] mainly uses unsupervised 
learning convolutional neural networks (CNN) to identify the 
basic features of ship images. However, optical sensors cannot 
be used at night or in bad weather conditions, and the image-
based ship-type recognition system loses its function. 

One of the features extracting procedures of ship 
classification methods based on AIS data is to convert the AIS 
spatiotemporal data of ship trajectories into graphic data and 
use graphic recognition algorithms to train the ship type 
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recognition system [8, 9, 10]. Yang et al. (2022) [10] used AIS 
data to generate ship trajectory images, including static, 
standard navigation, and maneuvering states. Use 
convolutional neural network (CNN) to identify 8 types of 
ships (that are fishing boats, tugboats, sailing boats, leisure 
boats, passenger ships, cargo ships, crude oil/oil product ships, 
and others) from ship track images and the corresponding ship 
type codes in AIS data are 30, 31, 36, 37, 60, 70, 80, and 90), 
and obtaining an accuracy rate of 87.5%. 

Another feature extraction procedure for ship 
classification methods based on AIS data is to directly extract 
the geometric features of ship shape and the motion features 
of ship behavior from AIS static and dynamic data without 
converting them into graphic data. And then use the features 
as learning data for the ship classification model [1, 2, 4, 11, 
12, 13]. Wang et al. (2021) [12] used the original AIS static 
message to contain five fields, A, B, C, D, and draft, as well 
as the ship type code, to extract the length, width, draft, and 
geometric features of the ship, such as length and width Static 
features such as ratio, perimeter, area, etc., where A, B, C, and 
D are the distances from the reporting reference point O to the 
bow, stern, port, and starboard of the ship, respectively. Five 
types of ships, passenger ships, tugboats, oil tankers, fishing 
boats, and cargo ships, were identified by applying the random 
forest method with an accuracy rate of 86.14%. The results 
show that static trajectories and ship shape characteristics may 
be similar between certain types of ships, such as cargo ships 
and cruise ships. Only extracting static features is not enough 
to construct a classification model capable of distinguishing 
five types of ships. The static and dynamic information of AIS 
data should be combined to improve the performance of ship-
type classification. Yan et al. (2022) [1] used space-borne AIS 
data, which has the advantages of wide coverage, long 
tracking time, and rich ship types, to extract static features and 
dynamic behavior features and analyze and extract them. In 
addition to the length, width, and draft of the ship, static 
features refer to the geometric features proposed by Lang et al. 
(2018) [13], such as naïve perimeter, naïve area, aspect ratio, 
and shape complex. Dynamic behavior features include ship 
position, voyage distance, ship speed, and other feature 
quantities. Based on these two types of features, the random 
forest model machine learning algorithm is used for five types 
of ships, including cargo ships, oil tankers, fishing boats, 
passenger ships, and tugboats, with an accuracy rate of 92.7%. 
The model test results show that the accuracy rate is obviously 
improved by combining geometric features and dynamic 
behavior features. 

Compared with the method of converting AIS ship 
trajectory spatiotemporal data into graphic data, it is simpler, 
faster, and more efficient to directly extract geometric features 
and motion behavior features from AIS data and is suitable for 
real-time aviation safety supervision systems. Baeg & 
Hammond (2023) [4] proposed a ship classification method 
for AIS data in Danish waters to solve the problem of missing 
and tampering ship type information in AIS data. Static and 
dynamic features (ship geometry, motion features, and time 
features) were extracted from AIS data, the features of the 
Danish water’s geographical region were integrated, and the 
ink features of the sketch recognition design were proposed to 
represent the ship trajectory type. There are a total of 39 
features. Various classification algorithms, such as random 
forests and decision trees, are used for performance 
comparison. The results and discussion show that Random 
Forest outperforms other classifiers in classifying AIS data. 

The classification accuracy of the four ship types can reach 
84.05%. In particular, the accuracies of fishing boats and 
passenger boats were 0.951 and 0.946, respectively, 
confirming very high results. However, the practical features 
that distinguish cargo ships from oil tankers need to be further 
explored. 

The above review and analysis show that the current 
research is mainly to solve the problem of missing and 
tampering ship type information in AIS data. The ship-type 
classification method aims to confirm the classification of AIS 
ship-type codes. However, the cargo ships that also belong to 
the AIS ship type code 70 include bulk carriers, container 
ships, and general cargo ships, and the ship type code 80 
includes crude oil tankers and oil product tankers. The 
differences in maneuverability of various types of ships 
significantly affect the navigation behavior of ships. Before 
the development of the ship navigation safety supervision 
system, there was an urgent need to develop ship-type 
identification methods for bulk ships, container ships, general 
cargo ships, crude oil tankers, or oil product tankers. 

III. DATA ANALYSIS 

3.1 Changhua Wind Farm Channel 
The Changhua wind farm channel was officially 

implemented in October 2021, as shown in Fig. 1. Traffic 
separation system is adopted, according to International 
Regulations for Preventing Collisions at Sea (COLREGs), 
which consists of a southbound traffic lane, a northbound 
traffic lane, a separation zone, and buffer zones on both sides. 
The width of the northbound and southbound channels is 2 
NM. 

Changhua Offshore is a vital water area connecting 
Kaohsiung Port with Taipei and Keelung Ports. It is also an 
international shipping route connecting Northeast Asia to 
Southeast Asia. Many ships pass through this area, and the 
traffic is very heavy. Fig. 2 shows the maritime traffic density 
map before and after the implementation of the Changhua 
wind farm channel. Before the implementation of the channel, 
the ship tracks spread widely, and the southbound and 
northbound tracks overlapped. After the channel 
implementation, the ship tracks concentrated in the 
southbound and northbound channels, respectively. On 
average, there are at least 150 ships passing through this 
channel every day, and most of the ships can sail in 
compliance with the regulations of the channel. 

 
Maritime and Port Bureau, MOTC. 

Fig. 1 The Changhua wind farm channel 
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3.2 Data Processing 
The AIS data used in this study are provided by the 

Maritime and Port Bureau, MOTC. The amount of AIS 
historical records is nearly 10 billion for the period year 2022, 
which is equivalent to 2TB of massive data. And we extract 
the AIS trajectory of the cargo ship (Ship and Cargo Type 
code: 70) passing through the channel. The data quality of AIS 
significantly affects the performance of ship type recognition 
and the classification model. The data processing was 
conducted according to the AIS numerical standard of the 
International Telecommunication Union (ITU) [14]. The AIS 
data with apparent abnormalities, such as longitude exceeding 
180°, latitude exceeding 90°, etc., was cleared. The static 
and dynamic data of ship platform shape and navigation 
parameters are extracted, which include MMSI that can 
identify a single ship, navigation parameters (SOG, COG, 
THD, Longitude, Latitude), ship geometric parameters (A, B, 
C, D, Draught), and the “Record Time” that can create AIS 
time-space sequences. 

In order to effectively analyze the navigation 
characteristics of ships in the channel, the data representing 
the track line are normalized. Refer to [15] to create a set of 
analysis gate lines perpendicular to the southbound traffic lane 
in the head section of the channel. The distance between two 
adjacent crossing-line is taken as a constant of 100m, and there 
are 50 crossing-lines in total. Through spatial analysis 
calculations, each trajectory passing through the channel 
intersects with the crossing lines. The ship’s lateral position, 
speed, and heading data, provided by the AIS information, are 
recorded at each crossing-line. So that the temporal and spatial 
distribution of the training data is consistent, as shown in Fig. 
3. Finally, our research obtained a total of 9,503 cargo ship 

trajectories (Bulk carrier 4340, container 3895, general cargo 
1268), 47,515 static feature parameters, 475,150 intersection 
points of trajectories and crossing-lines, and 1,425,450 
dynamic feature data.  

IV. CLASSIFICATION MODEL 

4.1 Feature Extraction 
The data fields A, B, C, and D in AIS represent the 

distances from the antenna or reference point O to the bow, 
stern, port side, and starboard side, respectively. Then, the 
features of ship length and width can be calculated by Eq. (1): 

 {𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿ℎ = 𝐴𝐴 + 𝐵𝐵𝑊𝑊𝑊𝑊𝑊𝑊𝐿𝐿ℎ = 𝐶𝐶 + 𝐷𝐷  () 

 In addition, ship Draught is also included, as well as the 
geometric characteristics of the ship shape, including the 
Perimeter, Area, Aspect Ratio, Shape Complexity, and 
position ratio of the bridge over the ship length, named Bridge 
Position Ratio. Because most antenna positions or reference O 
points are located on the bridge, this value can be obtained 
from field A. This parameter is essential because, due to the 
influence of the shipbuilding industry, large or ultra-large 
container ships adopt the form of double bridges, and the 
antenna or reference O point will be set on the front bridge, 
which is different from traditional container ships. And 
generally, container ships still have space for stacking 
containers behind the bridge. Still, the main loading positions 
of bulk carriers and general cargo ships are in front of the 
bridge, so the value A of bulk carriers and general cargo ships 
will be closer to the ship’s length. Furthermore, general cargo 
ships are among the smaller vessels, so that the draught will 
be shallower than bulk carriers and container ships. And in the 
case of the same length, the cargo-carrying characteristics of 
a container ship need to conform to the depth of most ports, so 
the draught of a container ship will be smaller than that of a 
bulk carrier. The relevant definitions are given in Eq. (2). 

{
 
 
 
 𝑃𝑃𝐿𝐿𝑃𝑃𝑊𝑊𝑃𝑃𝐿𝐿𝐿𝐿𝐿𝐿𝑃𝑃 = 2 × (𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿ℎ +𝑊𝑊𝑊𝑊𝑊𝑊𝐿𝐿ℎ)

𝐴𝐴𝑃𝑃𝐿𝐿𝐴𝐴 = 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿ℎ ×𝑊𝑊𝑊𝑊𝑊𝑊𝐿𝐿ℎ
𝐴𝐴𝐴𝐴𝐴𝐴𝐿𝐿𝐴𝐴𝐿𝐿 𝑅𝑅𝐴𝐴𝐿𝐿𝑊𝑊𝑅𝑅 = 𝑊𝑊𝑊𝑊𝑊𝑊𝐿𝐿ℎ/𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿ℎ

𝑆𝑆ℎ𝐴𝐴𝐴𝐴𝐿𝐿 𝐶𝐶𝑅𝑅𝑃𝑃𝐴𝐴𝐶𝐶𝐿𝐿𝐶𝐶𝑊𝑊𝐿𝐿𝐶𝐶 = (𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿ℎ +𝑊𝑊𝑊𝑊𝑊𝑊𝐿𝐿ℎ)2/(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿ℎ +𝑊𝑊𝑊𝑊𝑊𝑊𝐿𝐿ℎ)
𝐵𝐵𝑃𝑃𝑊𝑊𝑊𝑊𝐿𝐿𝐿𝐿 𝑃𝑃𝑅𝑅𝐴𝐴𝑊𝑊𝐿𝐿𝑊𝑊𝑅𝑅𝐿𝐿 𝑅𝑅𝐴𝐴𝐿𝐿𝑊𝑊𝑅𝑅 = 𝐴𝐴/𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿ℎ

       (2) 

To improve the accuracy of the ship-type classification 
model, the dynamic voyage features in AIS Data are also 
extracted in this study. In processing dynamic information 
data, through the crossing-line method in section 3.2, the 
navigation information originally recorded on the AIS is 
converted to a specific crossing-line, and the coordinates data 
are converted into the lateral distance from the center line of 
the lane on each crossing-line. The navigational parameters 
collected on each crossing line represent the information of 
ships passing through a specific channel section along the 
channel direction.  

 In summary, 11 features were extracted in this study, 
including ship geometry and trajectory behavior features. To 
further understand the relationship between each feature of the 
three ship-type, container, bulk carrier, and general cargo ship. 
In terms of static features, the data distribution shows that the 
length, width, area, and perimeter of the three ship types have 
apparent differences compared with other static parameters. In 
contrast, in terms of behavior features, the COG and lateral 
position is similar in addition to the difference in speed 
distribution. We speculate that the reason for such data 
distribution is that the ship is limited by the channel during 
navigation. Hence, the distribution trend of COG and lateral 

 
Fig. 3 The trajectories of cargo ships (type 70) in the southbound traffic 

lane with crossing-lines. 

 
Fig. 2 Traffic density before and after wind farm channel execution 
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position is consistent, and only the speed is different due to the 
influence of different ship types. Finally, we eliminated the 
COG and lateral positions of the trajectory behavior features 
and only modeled with nine feature data. 

4.2 Classification Model 
This research uses the classification algorithm provided by 

Python scikit-learn Class to conduct a series of experiments to 
evaluate the extracted features for ship-type classification. 
After testing, the standard classification metric, such as 
accuracy and F1 score, of the random forest algorithm is 
obviously better than other methods in this problem, so the 
random forest algorithm is adopted.  

Because in the tabbed data set, the number of trajectories 
of the three ship types is unevenly distributed. To make the 
weights of the supervised learning classifier consistent for all 
kinds of ship types, we randomly select 1000 trajectories for 
each class, a total of 3000 records as training data, and 
randomly choose 300 works from the rest of the set as test data. 
We iteratively performed 100 tests, and the accuracy 
distribution is shown in Fig. 4. In all tests, the scores are higher 
than 90% nearly 95 times, indicating that the classifier’s 
performance is excellent. In the highest scoring case, both the 
accuracy and F1 score are 97.3%, and the confusion matrix of 
the three types is also shown in Fig. 4. 

 Among the 8 misclassified ships in Fig. 4, the initial labels 
of the two ships were bulk carrier and general cargo ship. 
However, after the model’s classification, they are classified 
as container ships. After reconfirming through the ship 
database on the Internet (www.vesselfinder.com), it was 
found that the initial labeling of the bulk carrier was actually 
a container ship. Significantly, On the other ship, its label is a 
general cargo ship, and the AIS ship-type code is also 70 
(cargo). But the ship database on the Internet shows it is a 
fishing boat. As a result, the ship classifier in this study, in 
addition to checking the correctness of the original label, can 
also detect ships with abnormal ship-type codes. 

V. CONCLUSIONS 
This paper develops a ship-type classification model by 

using Machine learning algorithms based on AIS data. The 
accuracy of the ship classification model can be improved by 
analyzing the AIS data of the Changhua wind farm channel 
and comprehensively extracting 9 features, including static 
features and dynamic features (considering the speed, course, 
and lateral distance). After testing, the standard classification 
indicators of the random forest algorithm, such as accuracy 
and F1 score, are significantly better than other methods on 
this problem, so the random forest algorithm is used. 

Applied to the Changhua wind farm channel, extracting 
the static and dynamic behavior characteristics of ships can 
improve the performance of the classifier, and the accuracy 
rate reaches 97%. The cargo ship (container ship, bulk ship, 
and general cargo ship) classification method proposed in this 
study can solve the problem of insufficient ship types in AIS 
information. And it can be used as characteristic data for 
subsequent ship navigation anomaly detection. At the same 
time, the test results also detected abnormal types of ships, 
showing cases of fishing boats disguised as bulk ships. 
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Abstract—The retaining wall safety management system 
monitors the condition of retaining wall structures and detects 
damages early to ensure safety. This paper aims to design and 
implement a deep learning-based retaining wall management 
system using YOLOv7, an AI-based automated inspection 
system utilizing surveillance cameras, to prevent human 
accidents and property loss. 

Keywords—safe management system, deep learning, YOLO, 
AI, retaining wall 

I. INTRODUCTION  
The retaining wall safety management system monitors 

the condition of retaining wall structures and detects 
damages early to ensure safety. The system aims to secure 
the stability of retaining walls by taking appropriate 
measures. 

Several domestic and foreign cases of retaining wall 
collapse are as follows: 

• In 2015, a retaining wall collapsed at an apartment site in 
Gwangju, spilling about 1,000 tons of earth and concrete 
into the parking lot, damaging many parked cars[1]. 

• At night in 2018, an accident occurred in the Sangdo 
Kindergarten building in Dongjak-gu, Seoul, when the 
retaining wall that supported the foundation of the 
kindergarten building collapsed and the three-story 
kindergarten building was bent. Had it occurred during 
the day, it could have been a disaster affecting more than 
120 children[2]. 

• In 2019, at least 27 people were killed and more than 70 
injured when three retaining walls collapsed due to heavy 
rain in the western Indian state of Maharashtra[3]. 

Various studies have been conducted to effectively cope 
with above types of retaining wall collapse accidents in 
advance. In domestic patent cases, [4] and [5] were 
proposed. [6] was presented as an overseas research case.  

Existing sensor-based retaining wall safety management 
systems have several limitations and problems. Due to sensor 
network limitations, it can be difficult to sufficiently monitor 
the condition of retaining wall structures. Additionally, false 
alarms may occur due to noise, measurement errors, and 
environmental changes in the process of collecting, 
processing, and analyzing large amounts of sensor data.  

To overcome these limitations and improve the 
performance and reliability of the retaining wall safety 
management system, it is necessary to utilize innovative 

technologies such as real-time monitoring based on deep 
learning image recognition. 

This paper aims to design and implement a deep 
learning-based retaining wall management system using 
YOLOv7, an AI(Artificial Intelligence)-based approach, to 
automatically inspect and ensure the safety of retaining 
walls, thereby preventing casualties. 

II. SYSTEM ARCHITECTURE 
The architectural diagram of the deep learning-based 

retaining wall management system using YOLOv7 is shown 
in Figure 1.  

Fig. 1. Structural diagram of the deep learning-based retaining wall 
management system. 

The system consists of the following components: a 
surveillance camera module that captures real-time footage 
of the retaining wall and sends it to the deep learning server, 
a deep learning server that analyzes the received wall footage 
for events and notifies the user's terminal when an event 
occurs, and a user terminal that receives crack alarms and 
remotely monitors the status of the retaining wall. The 
surveillance camera module is based on Raspberry Pi 4. 

III. SYSTEM DESIGN 

A. Function Definitions 
1) Surveillance Camera Module 
 Real-time video recording and transmission to the 

deep learning server 
2) Deep Learning Server 
 Deep learning training (retaining wall cracks, non-

cracked retaining wall) 
 Detection of deep learning event objects in the 

received video 
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 Push notification to the user terminal in the detection 
of event objects (retaining wall cracks) 
 Displaying the corresponding video on the server in 

the detection of event objects (retaining wall cracks) 
3) User Terminal 
 Receiving push notification upon event occurrence 
 Monitoring the corresponding video upon event 

occurrence 

B. Deep Learning Model 
The development environment for the deep learning 

model in the server system was implemented using a PC with 
GPU. The YOLOv7 object detection algorithm was used for 
the training model, which predicted the positions of objects 
and created bounding boxes. Image training was conducted 
using Darknet. The detailed process for implementing the 
model is as follows: 

• Acquiring the Dataset for Image Training : to acquire 
images for deep learning training, open-source AI 
images were obtained. Approximately 1,500 retaining 
wall images were selected. 

•  Image Labeling Process : the labeling program, 
LabelImg, was used to attach labels to the images. 
Bounding boxes were created, and the areas for 
supervised learning of retaining wall crack images were 
specified, as shown in Figure 2. 

 

  

Fig. 2. Image labeling for retaining wall (video samples). 

IV. SYSTEM IMPLEMENTATION AND TEST RESULTS 

A. Surveillance Camera Module 
As shown in Figure 3, the surveillance camera module 

was implemented by attaching a Pi camera to Raspberry Pi 4.  

 
Fig. 3. Surveillance camera module based on the Raspberry Pi 4. 

 

The operating system used was Raspbian. 
HTTP(HyperText Transfer Protocol) was used as the 
communication method between the Raspberry Pi and the 
server. Images of retaining wall cracks used pre-recorded 
video footage instead of actual footage from the site, as 
shown in Figure 4. 

 

Fig. 4. Pre-recorded video screen shots via camera module 

B. Deep Learning Server 
Deep learning server appearance and deep learning 

training behavior are shown in Figure 5.  

- Processor: Intel® Xeon® E-2136 CPU @ 3.30GHz,  
3.31GHz 

- RAM: 16GB 
- OS: Window 10 Pro 

 

 

 

a) Server appearance                  b) Deep learning training behavior 
Fig. 5. Deep learning server appearance and deep learning training behavior 

The test results of deep learning-based retaining wall 
crack video analysis are shown in Figure 6. 
 

 

a) Original image                           b) Crack detection image 

Fig. 6. Test results of deep learning-based retaining wall crack video 
analysis. 
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C. User Terminal 
The user terminal was implemented based on the Android 

OS, providing push notifications for risk events and 
functionality for video monitoring. 

The initial screen display of the user terminal is shown in 
Figure 7. 

 

Fig. 7. Initial screen display of the user terminal. 

The user terminal receives crack alerts and displays the 
monitoring screen, as shown in Figure 8. 

 

 

Fig. 8. Receipt of crack alert and monitoring screen on the user terminal. 

D. Test Results 
As reviewed above, it was confirmed that the functions 

defined and designed in the server and user terminal worked 
normally during the functionality test.  

Additionally, although not explicitly defined as a 
function, simulation results using tools for the loss value 
trend of crack image recognition through deep learning 
training over 1,200 iterations revealed a crack recognition 
error rate of approximately 0.2%. Based on the test results 
mentioned above, the evaluation of the implemented 
system’s crack recognition accuracy indicated an average 
accuracy level of approximately 99.8%. 

V. CONCLUSION 
In this paper, a deep learning-based retaining wall 

management system using YOLOv7 was designed and 
implemented. The system captured retaining wall crack sites 
as video information through surveillance cameras, analyzed 
the cracks using deep learning techniques, notified the 

occurrence of cracks to the user terminal, and enabled 
monitoring of the crack sites. The paper presented the 
system's architectural diagram, performed experiments on 
the implemented functionalities, and evaluated the system's 
accuracy. 

Future tasks include enhancing and adding 
functionalities, as well as improving performance, to develop 
a competitive commercial service system that can be applied 
in real-world environments. 
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Abstract—In maritime communications, UAVs could be de-
ployed as relay nodes to support communications between source
nodes and destination nodes. For efficient relaying, reconfigurable
intelligent surface (RIS) could be attached to the UAV. The reflect-
ing elements of RIS reflects the signals from source node to the
desired direction to improve transmission performance. However,
unstable channel state caused by weather, waves, or fluctuations
of the nodes may still degrade the transmission performance. In
this study, we propose a method that utilizes learning technique
to compensate the channel estimation uncertainty for efficient
phase shift or RIS.

I. INTRODUCTION

In maritime communications, a ship or a buoy on the sea
may transmit data to the center on the ground. However, as
the distance from a source node to a destination node becomes
longer, it is hard to achieve high data rates without deploying
relay nodes. For efficient and cost-effective coverage extension
in relay system, reconfigurable intelligent surfaces (RISs) has
recently attracted a lot of attention for relay transmission
system. A RIS is a programmable structure that controls in-
coming wireless signals by changing the electric and magnetic
properties of reflecting elements at the surface. The phases of
incoming signals are shifted as desired direction, and thus,
the signals are beamformed and constructively combined at
the destination with the appropriate phase shift techniques.
Because of easiness in deployment and relatively low cost
compared to the conventional relay nodes equipped with
signal processing functions, scenario of utilizing RIS for data
transmission has been actively studied.

Phan et al. studied cooperative relay transmission with
multiple RISs over Nakagami-m fading channels [1]. The
direct link between a source node and a destination node is co-
operatively considered with the multiple paths passing through
multiple RISs that reflects the signals from the source node
to the destination node. The authors analyze the performance
of considered relay system over Nakagam-m fading channels,
and showed that the performance could be efficiently improved
with RISs. Li et al. studied RIS assisted UAV communications
where a UAV and a source node on the ground communicate
with each other through RIS for relaying [2]. Owing to the
mobility of UAV, the phase of RIS should be reactively
adjusted following the trajectory of UAV. The authors jointly
design the UAV trajectory and the phase shift of RIS. Zhai
et al. [3] studied a UAV-mounted RIS assisted mobile edge

Fig. 1. RIS-assisted FD relay transmission.

computing where a UAV-mounted RIS assists communication
between the ground users and an MEC server. The authors
proposed a method that increases the energy efficiency of
the system with consideration of UAV trajectory, RIS passive
beamforming, and MEC resource allocation.

The UAV and RIS are efficiently deployed to enhance the
transmission efficiency and network coverage. However, a ship
or a buoy may have large fluctuation of locations in maritime
environments such as waves or weather, and thus, channel
could be unstable and may hard to adjust phase of RIS for relay
transmissions. In this study, we utilizes learning technique for
phase shift to compensate the unstable channel conditions in
maritime communications.

II. LEARNING-BASED PHASE SHIFT OF RIS

We consider a network scenario where a source node ns

transmits data to a destination node nd through UAV-mounted
RIS nu as shown in Fig. 1. The source node could be a buoy
or a ship on the sea surface in which tries to transmit data to
the destination such as monitoring center on the ground. After
the data transmissions from the source node ns, the destination
node nd may transmit acknowledgement whether the message
is successfully received. However, when the distance from
the source node to the destination node, data transmission
with high data rates could be hard to be performed. To
efficiently enhance the network coverage, UAV-mounted RIS
could be deployed in the middle of the transmission path
to relay data transmissions. Reflecting elements in the RIS
make phase shift of incoming signals so that the signals are
propagated toward the desired direction. Let the RIS consist
of R reflecting elements, i.e., R = {r1, r2, · · · , rR}. Each
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Fig. 2. Normalized SINR of relay transmissions.

element is represented as rl = |rl|ejφl , rl ∈ R where
|rl| ∈ [0, 1) for the passive RIS without amplifiers. Then, the
feature of RIS is represented as follows [4]:

Θ = diag(|r1|ejφ1 , |r2|ejφ2 , · · · , |rR|ejφR). (1)

Θ represents the phase shift status of RIS. The phase shift
status of RIS affects the performance of relay transmissions
using UAV-mounted RIS in the considered maritime commu-
nications scenario.

The relay transmission channel from ns to nd through nu

could be unstable because of unstable environments such as
fluctuation of locations, transmission distance, or whether. The
destination node may transmit the acknowledgement messages
to the relay UAV node and the source node. The acknowl-
edgement message may contain information about whether the
siganl-to-interference-plus-noise ratio (SINR) increases. At the
UAV-mounted RIS which has control function for RIS phase
shift, aggregate the SINR level change information for the
duration T and adjusts the phases of reflecting elements. The
proposed method exploits deep Q-network (DQN) for phase
shift or RIS. The state and action are modeled as phases of
reflecting elements and phase adjustment step, respectively.
According to the phases of reflecting elements, phase adjust-
ment step is chosen among the feasible actions to improve the
reward calculated by averaging the SINR levels over time T .

III. PERFORMANCE EVALUATION

We evaluate the performance of the DQN-based phase shift
in RIS-assisted relay transmissions. For simple evaluation, we
assume a network environment where exists single pair of data
transmission supported by eight elements of RIS, i.e., R = 8.
The phase of reflecting elements are shifted as π/∆, ∆ = 360.
The transmission channel has variation owing to the maritime
environment, and the phase uncertainties are assumed to be
1 degree for small channel variation and 2 degree for large
channel variation at most.

Figure 2 shows the normalized SINR with regard to the
training episode. When the channel variation is small, the

SINR converges after 20 episodes, and shows no degradation
after the convergence. However, when the channel variation is
large, there is drastic performance degradation points during
learning periods. Although the learning-based RIS-assisted
relay transmission could improve the throughput performance,
channel estimation uncertainty in maritime communications
could severely degrade the relay performance.

IV. CONCLUSION AND FUTURE WORK

In this study, we studied the relay transmissions with UAV-
mounted RIS in maritime communications. UAV-mounted RIS
could extend the network coverage. However, the channel
fluctuation or estimation uncertainty could be severe owing
to the characteristics of maritime environments. The proposed
method utilizes learning techniques to compensate the channel
variations. The evaluation results show that the learning-based
phase shift of RIS improves the throughput performance in
maritime relay communications. For future work, we model
the channel estimation uncertainty in maritime communica-
tions where source nodes are densely deployed. With the trans-
mission information including SINR change over time, the
channel uncertainty could be compensated and predicted for
better throughput performance. With the channel uncertainty
modeling, we try to design more sophisticated method that
efficiently compensate the maritime communication channel
for efficient relay system using UAV-mounted RIS.
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Abstract— In an outdoor Line of Sight (LOS) mobile 
communication environment where power consumption, size and 
weight of equipment are limited, such as in extreme cold regions, 
communication equipment conditions for unmanned exploration 
vehicles require high-speed communication of 10Mbps or more 
over a long distance of 50km or more. In this paper, we focus on 
the beamforming gain and examine the possibility of long-
distance high-speed communication. In order to overcome signal 
attenuation due to long-distance transmission, we apply 
beamforming as a multiple input/output (MIMO) communication 
technology, and communication distance of 50km and 10Mbps at 
5.8GHz carrier frequency (to avoid collision with crevasses 
detection radar frequency). And we verify the operation of a 
wireless communication system that simultaneously provides 
transmission rates. In this paper, for a field experiment of a 
wireless communication system for unmanned exploration 
vehicles in extreme cold regions, four 12dBi omni-directional 
antennas and a transmit power of 20dBm were used at an 
outdoor transmission distance of 52km, and we measured the RF 
received field strength -86 ~ -88 dBm and data rates of 10.8 ~ 11 
Mbps were obtained.  

Keywords— Beamforming, line of sight MIMO, long range 
communication, spatial diversity gain 

I. INTRODUCTION 
Existing low-power long-distance communication (LPWA) 

services have built their own low-power IoT network using 
unlicensed carrier frequencies rather than using mobile 
communication networks. In the case of SigFox, which uses 
unlicensed bands, commercialization is continuously expanding. 
Looking at the IoT (Internet of Things) network service using 
SigFox, up to 140 messages can be sent and received per 
device per day, and the message size is generally around 12 
bytes [1]. In the case of LoRa WAN, technology development 
is being led by the LoRa Alliance, a global alliance, and mobile 
communication operators such as Switzerland's Swisscom and 
Dutch operator KPN, as well as major hardware and software 
companies, have participated in the alliance [2]. 

Developed to overcome the limitations of technology using 
existing unlicensed frequency bands, LTE-MTC considers key 
requirements such as long-distance low-power communication, 
low power consumption, low construction cost, low-cost 
equipment, large-scale terminal access, and stable coverage. 
Reference [3] reports the increase in IoT products of Cat-NB1 
and Cat-M1 products, as well as the release of chipsets and 
modules compliant with 3GPP Rel-14 Cat-NB2. However, end 
devices of NB-IoT consume additional power due to 
synchronous communication and QoS processing, and 
OFDM/FDMA access schemes consume more power [4]. 

Beamforming technology can be used as a method to 
increase spatial diversity gain, and a recent study is hierarchical 

beamforming to reduce antenna training time and overhead [5]. 
Under the assumption that the same phase shift is applied to 
each analog subarray to solve the hierarchical beam search 
complex problem, a cross-correlation-based beam search 
technique is proposed in the subarray [6], and a subspace 
projection-based AoA (Angle of Arrival) technique suggested 
[7]. In the subarray-based method, the phase ambiguity of AoA 
detection is resolved through additional training symbols, post-
processing in the frequency domain, noise subspace projection, 
and iterative update [8]. 

In this paper, we analyze the spatial diversity of the M☓N 
line-of-sight multiple input/output communication channel in 
an interference channel environment without scattering of 
electromagnetic waves, and simulate the 2☓2 LOS-MIMO 
channel as an example of the possibility of achieving maximum 
diversity gain in communication over 50 km. and conducted a 
field test on the related beamforming technology. 

II. SPATIAL DIVERSITY GAIN ANALYSIS IN LOS-MXN MIMO 
CHANNELS 

In an interference channel environment with almost no 
scattering of electromagnetic waves, when N transmitters 
attempt simultaneous transmission to M receivers, the 
transmitters cause interference to each receiver. The 
relationship causing interference between the transmission x 
and the reception y is represented by the area of the reception 
signal y ∈ C2☓1 as shown in Equation (1).  

y = Hx + N0.                                (1) 

Here, H ∈ C2☓2: channel vector, x ∈ C2☓1: transmission 
signal vector, N0 ∈ C2☓1: AWGN (Additive White Gaussian 
Noise). 

In a line-of-sight wireless communication system, the 
channel environment to transmit data through multiple 
transmit/receive antennas can be set as shown in Figure 1. 

 
Figure 1. Parameter relationship between transmitting and 
receiving antennas in a line-of-sight wireless communication 
system that adjusts the antenna spacing. 

Where, R is the effective straight-line range between 
transmitter and receiver, Lt: transmitting antenna separation 
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distance, Lr: receiving antenna separation distance, a>1: Tx 
antenna separation distance control factor, and b>1: receiving 
antenna separation distance control factor. The (m, n)-th 
complex channel gain hmn in the channel matrix H can be 
showed by Equation (2). 

    (2) 

The communication distance dmn from the m-th receive antenna 
to the n-th transmit antenna is expressed as the following (3) 
when λ is the wavelength of the carrier radio frequency. 

    (3) 
When the channel capacity C of the line-of-sight 
communication system is the transmission power Ex and the 
received noise N0 is, it can be expressed as the following 
equation [9]. 

                    (4) 

Here, in the case of M☓N LoS MIMO channels, HHH can be 
expressed as a product of a channel matrix H and a Hermitian 
HH matrix. At this time, the spatial diversity gain SDG is 
defined as follows when SNR ® ¥ [10, 11]. 

 (5) 

For example, considering 2☓2 LoS-MIMO channels, SDG 
from Equation (5) can be approximated by Equation (6) [10]. 

        (6) 

III. 2´2 LOS-MIMO CHANNEL CAPACITY SIMULATION 
We set the transmission distance up to 50 km, the carrier 

frequency 5 GHz (l=6 cm), and the antenna separation distance 
as (aL)2= 250. At this time, the distance between the 
transmitting and receiving antennas is a virtual distance 
modified by an adjustment factor. In this 2x2 LOS-MIMO 
communication system environment, spatial multiplexing gain 
for communication distance was simulated. The results of the 
simulation of spatial diversity gain for long-distance 
communication systems are shown in Figure 2. 

 
Figure 2. Space diversity gain simulation results for distance in 
a line-of-sight wireless communication system up to 50 km. 

IV. FIELD EXPERIMENTS ON LONG-RANGE 4X4 LOS-MIMO 
BEAMFORMING SCHEME 

The field experiment environment is set with a LoS 
transmission distance of 50 km, a carrier frequency of 5.8 GHz, 
and the distance between the transmit and receive antennas is 
set as phase factors that adjust the delay length of the 
transmit/receive signals input/output to each antenna. The 
experimental site is located 52km between Deokjeok-do and 
Seokmo-do, and is shown in Figure 3 below. 

 
Figure 3. Experiment site between Deokjeok-do and Seokmo-
do to measure 52km communication performance. 

Four 12dBi omni-directional antennas were applied to each 
of the transmit and receive antennas. Figure 4 shows the results 
of a 52km long-distance transmission field test. The vertical 
axis represents the transmission rate and the horizontal axis 
represents the time. At this time, in Figure 4, it was confirmed 
that the transmission rate was 10.8 to 11 Mbps at the RF 
receiving field strength of -86 to -88 dBm, achieving more than 
10 Mbps. 

 
Figure 4. Field test performance results at a transmission 
distance of 52 km. 
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Abstract— In this paper, we introduce a target tracking 
method at the exhibition level that employs a standard Kalman 
filter in a tracking radar system to predict the trajectory of target 
loss. The proposed system aims to enhance tracking probability by 
reducing tracking signal noise and narrowing the interval between 
radar measurement values through computer vision-level analysis. 
Furthermore, the accuracy of the results can be enhanced by 
predicting and generating the target disappearance segment using 
the predicted value from the Kalman filter and linearizing the 
target's continuous position. 

Keywords—Wartime-level, target tracking system, kalman filter, 
predicting and generating the target disappearance section 

I. INTRODUCTION 
Modern naval warfare has evolved to prioritize long-range 

missile-centered engagements, prompting navies worldwide to 
develop strategies and tactics focused on acquiring and engaging 
targets beyond the enemy's detection range. The Republic of 
Korea Navy, for instance, has equipped its combat ships, 
including the Chungmugong Yi Sun-shin destroyer (DDH-2), 
with anti-aircraft and ship radars for long-range attacks. To 
ensure improved anti-aircraft detection capabilities, the DDH-2 
class ships are equipped with three radars: AN/SPS-49, MW-08, 
and STIR-240, surpassing the capabilities of their predecessors. 
However, with these radars being over 20 years old, they face 
challenges in effectively countering the latest weapon systems. 
As part of the DDH-2 upgrade plans, the installation of a 
domestic combat system optimized for the MW-08 radar is 
being considered. 

Tracking algorithms employed by these radars process 
information received through antennas, predict the target's next 
location, and provide coordinates for guided weapons 
interception. However, the MW-08 radar operates mechanically, 
allowing only discrete tracking, and as the interval between 
measurements increases, the probability of false detection rises. 

Recognizing this issue, this paper aims to address the 
problem by reducing tracking signal noise and increasing 
tracking probability through computer vision-level analysis [1]. 
Additionally, the predicted value of the Kalman filter is utilized 
to generate an expected target path, enabling continuous 

tracking even in the event of target loss. The proposed system is 
illustrated in the flowchart above. 

The primary objective is to enhance the effectiveness and 
combat capabilities of combat ships by supplementing the 
existing tracking methods employed by older ships. In the 
current tracking system, the exhibitor's screen presented to radar 
operators showcases measurements processed using internal 
noise cancellation technology. However, once developed, this 
system lacks frequent upgradeability due to its complex 
operational requirements, and tracking is interrupted when 
direction cannot be determined due to weather conditions or 
wave interference. 

To overcome these challenges, this paper proposes a method 
to analyze the screen itself based on the Kalman filter [2]-[3]. 
This approach involves noise removal, linearization of the 
target's continuous position, and further enhancement of result 
accuracy. By utilizing the predictive capabilities of the Kalman 
filter, the lost portion of the target's trajectory can be 
compensated. Additionally, error resonance is mitigated by 
eliminating the error resonance value. This method aims to 
improve the accuracy of older radars and increase the precision 
of guided weapons. 

II. THEORETICAL BACKGROUND 

A. Research on tracking algorithms using existing extended 
Kalman filters and particle filters 

Step 1 : Selection of standard Kalman filters 
Traditional tracking radars analyze measurements by 

inputting them into built-in filters. Among them, Extended 
Kalman Filter (EKF) is suitable for non-linear model tracking 
similar to motion on the inertial coordinate system of an object. 
This is why EKF is also used in Aegis radar tracking systems 
that use phase array antennas or mechanical radar-based Korean 
combat systems. However, since this filter operates nonlinearly, 
the amount of computation increases exponentially in the 
operation of a high-dimensional vector. Anti-aircraft targets that 
require confirmation of three-dimensional orientation are 
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particularly computational. Using EKF in this system, which 
applies filters every frame, makes real-time calculations difficult, 
resulting in tracking one step behind, and multiple targets cannot 
be tracked at the same time. 

Particle Filter, one of the filters commonly used with EKF, 
was also considered [4]. However, the computational 
complexity of this filter was also great, and it was excluded 
because it was difficult to solve the problem of cursing at the 
dimension when analyzing the location over time. Since the 
standard Kalman filter operates linearly, there is a probability of 
error compared to other filters in the inertial coordinate system. 
Nevertheless, this filter was selected based on the fact that the 
computational speed was fast, and that most of the target motion 
did not deviate significantly from the linear. In addition, it was 
judged that there was no major problem in the application of the 
linear filter because the nonlinear filters already built in the 
existing system estimate the motion of the target close to the 
linear. The pre-processing process of the image and the change 
of existing parameters performed to reduce the tracking error of 
the Kalman filter will be described later [4]. 

Step 2: Image preprocessing and changing filter parameters 

The process of preprocessing an image so that the Kalman 
filter is easy to calculate is essential in the above system [1]. 
Since filters are applied once per frame, multiple frames per 
second fall short of the real-time tracking specification [3]. In 
addition, it is easy to find a tracking target only when the contrast 
between the background and the target in the video is clear. In 
the sample image, the target was set to green on a black 
background to increase the contrast. Filter parameters are largely 
related to the preprocessing of images and are greatly affected 
by the set values due to the nature of a linearly operated system. 
Motion model is consist of Constant Velocity and Constant 
Acceleration. 

As one of them, you can choose a state closer to the motion 
of the object. The sample image was set to Constant Velocity 
because it was close to constant velocity motion. The location of 

the object can be specified when the filter is substituted with 
'initial location', and the code recognizes the target on its own 
and automatically specifies it through the command. 

B. Compare code parameters with Kalman filter variables 
The value that can be determined in advance in the Kalman 

filter algorithm is a system model consisting of A, H, Q, and R. 

 

 

 

 

 

 

 

 

 

Table 1. shows four variables constituting the system model 
and two initial values. Variables are values that the user 
determines in advance when configuring the Kalman filter, and 
are calculated with the initial value to predict the estimated value 
and error covariance. Since this code also operates as a Kalman 
filter, we will look at the corresponding part in Table 1. 

The 'Motion Model' refers to the state of motion of the 
system, so it corresponds to A. 'Initial Location' corresponds to  
because it specifies the initial position of the target. 'Initial 
Estimate Error' is an H that defines the relationship between  and . 
'Motion Noise' and 'Measurement Noise' are represented by Q 
and R, respectively. 'Segmentation threshold' is a parameter 
related to the preprocessing of an image, and the sensitivity of 
the filter can be set through this value, but the value adjustment 
is unnecessary because the contrast of the image itself is clear.
  

Table 1. Compare code parameters with Kalman filter variables 

A System Matrix n*n matrix 
H Output Matrix m*n maxtrix 

Q System noise 
covariance matrix n*n diagnal matrix 

R Measurement noise 
covariance matrix m*m diagonal matrix 

 

state variable n*1 column vector 

 

Measurement m*1 column vector 

 
Fig. 1. Flowchart of proposed wartime-level target tracking system using a kalman filter 
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III. SYSTEM ARCHITECTURE AND METHODOLOGY 

A. Implementation of single target tracking in video 
An experiment was constructed to prove the performance of 

the system presented in this study [2]. First, a circuit and a radar 
screen for acquiring image samples were implemented. For 
security reasons, it was not possible to directly obtain images 
detected by the radar during the operation, so an ultrasonic radar 
was produced using a microcomputer. An ultrasonic sensor was 
attached on top of the servomotor to detect the 180° orientation 
through mechanical rotation. Next, the information detected by 
the radar was implemented as a display screen through 
processing. Through Fig. 2, the information detected by the 
radar is displayed in a green circle as shown in Fig. 3. It was set 
to a diameter suitable for recognition by the Kalman filter, and 
two tracks per second were recorded for high accuracy. 

 
Fig. 2. Ultrasonic radar realized with MC circuit 

 
Fig. 3. Radar screen displayed in processing 

B. Predict and track the target's movement paths 
Based on the images obtained above, target tracking was 

performed. We designed a code that tracks a single target in the 
screen using MATLAB, and we want to find out how well it 
tracks consecutive targets. 
Step 1: Synthesis of target movement frame 

Fig. 4 (a) is the result of combining all the frames by 
analyzing the screen inside the code, and Fig. 4 (b) shows the 
path in red by tracking the target by each frame. This algorithm 
is performed automatically, and it can be seen that it appears as 
a smooth straight line in contrast to Fig. 4 (a). Next, an 
experiment was conducted to detect the predicted path when the 
target currently being tracked was lost. 

Step 2: The movement path of the target tracked by the 
Kalman filter 
The process of preprocessing an image so that the Kalman 

filter is easy to calculate is essential in the above system. Since 
filters are applied once per frame, multiple frames per second 
fall short of the real-time tracking specification. In addition, it is 
easy to find a tracking target only when the contrast between the 
background and the target in the video is clear. In the sample 
image, the target was set to green on a black background to 
increase the contrast. 

Step 3: Synthesis of target movement frame 

Fig. 4 (c). shows the state where the value input to the radar 
during target tracking is 0. Existing radars are delivered as they 
are on this screen. Fig. 4 (d). shows prediction of the vanishing 
target of the Kalman filter. However, using the program 
presented in this paper, it can be confirmed that a red line is 
drawn within the path where the target is lost.  

Step 4: The movement path of the target tracked by the 
Kalman filter 
This is the mechanism by which the Kalman filter predicts 

in-between paths. Through high precision, the predicted path 
can be displayed as a reference material, and based on the path, 
tracking continues without interruption. 

IV.  RESULTS AND DISCUSSION 
In this part, Matlab based code simulates a target tracking 

method at the exhibition level that can predict the loss path using 
a standard Kalman filter in a tracking radar system. This code 
demonstrates how a Kalman filter can be used to estimate the 
state of a tracked object based on noisy observations, providing 
a more accurate prediction of the object's path.  

 
(a) True Path vs Observations (Highlight Vanishing Section) 

 
(b) True Path vs Filtered Path (Highlight Vanishing Section) 

Fig. 6. Result of predict and track the target's movement paths 

 
(a) Synthesis of target movement frame 

 
(b) Movement path of the target tracked by the Kalman filter 

 
(c) Synthesis of target movement frame 

 
(d) Movement path of the target tracked by the Kalman filter 

Fig. 4. Result of predict and track the target's movement paths 

82



Step 1: System Initialization and Model Definition 

The code starts by initializing the initial state of the tracked 
object and the initial covariance matrix. The system model is 
defined using the state transition matrix (A) and the observation 
matrix (H). The state transition matrix describes how the state of 
the system evolves over time, while the observation matrix 
relates the measurements to the state variables. 

Step 2: Process and Observation Noise Covariance 

 The covariance matrices for process noise (Q) and 
observation noise (R) are defined. These matrices represent the 
uncertainty or noise in the system and observations, respectively. 

Step 3: True Path and Observation Generation 

A set of true states for the tracked object is generated using 
the generate true states function. This function uses the system 
model, initial state, and process noise covariance to generate the 
true states. Observations are generated by adding observation 
noise to the true states using the generate observations function. 
This function uses the observation matrix, true states, and 
observation noise covariance to generate the observations. 

Step 4: Kalman Filter Initialization 

The filtered states and covariances are initialized with zeros. 
The filtered states will contain the estimated states of the tracked 
object at each time step, and the filtered covariances will contain 
the corresponding covariance matrices. 

Step 5: Kalman Filter Update 

The main loop applies the Kalman filter to estimate the states 
of the tracked object based on the observations. At each time 
step, the filter goes through two steps: prediction and update.  

a. Prediction Step: The prediction step estimates the next 
state based on the previous filtered state. The predicted state is 
obtained by multiplying the state transition matrix (A) with the 
previous filtered state. The predicted covariance is obtained by 
propagating the previous filtered covariance using the state 
transition matrix and adding the process noise covariance (Q). 

b. Update Step: The update step incorporates the new 
observation into the prediction to improve the state estimate. 
The innovation is the difference between the observation and the 
predicted state transformed by the observation matrix. The 
innovation covariance is obtained by propagating the predicted 
covariance using the observation matrix and adding the 
observation noise covariance. The Kalman gain is calculated by 
multiplying the predicted covariance with the transpose of the 
observation matrix and scaling it by the inverse of the innovation 
covariance. Finally, the filtered state is updated by adding the 
product of the Kalman gain and the innovation to the predicted 
state, and the filtered covariance is updated using the Kalman 
gain. 

  
(a) True Path vs Observations                (b) True Path vs Filtered Path 

Fig. 5. Result of proposed wartime-level target tracking system 

V. CONCLUSION  
The system proposed in this paper utilizes radar 

measurements to generate images and employs Kalman filters 
for noise cancellation and prediction paths. The use of standard 
Kalman filters ensures low computational load and enables real-
time target processing. This simple yet powerful program offers 
a potential upgrade for the aging combat systems currently in 
use by the Korean Navy, and it can serve as an additional system 
when equipped with a new combat system. The improved 
tracking probability provided by this system holds significant 
benefits for the performance of combat ships in modern 
battlefields where anti-aircraft detection capabilities are crucial. 

However, as the development of this system is still in its 
early stages, several tasks need to be addressed. Firstly, since re-
analysis is conducted based on radar-generated images, inherent 
time delays occur. In situations where guided weapons approach 
the self-ship at high speeds, there is a possibility that the Kalman 
filter may encounter a hit before the analysis is completed. 
Secondly, the system is currently unable to detect multiple 
targets within the code progression. To devise a multi-object 
tracking system, the movement paths of individual targets need 
to be separated, and unless specified directly by the operator, 
machine learning techniques must be employed, further 
complicating the implementation process.  
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Abstract— This paper investigates the naval application of 
laser communication as a potential replacement for traditional 
sound wave communication in underwater environments. A laser 
transmitter/receiver system utilizing Arduino was configured, and 
a water tank experiment was conducted to verify the feasibility of 
communication in diverse underwater conditions. Building upon 
these findings, our analysis emphasizes applications in naval 
tactical communication, remote sensing, and underwater drone 
control. Furthermore, we propose an improvement plan to 
address current technical limitations and enhance performance in 
this field.  

Keywords—Underwater laser communication, changing 
underwater environment, applying MATLAB & Arduino to naval 
operations 

I. INTRODUCTION 
In recent years, there has been a growing demand for 

underwater marine exploration, underwater environment 
monitoring, navigation, and naval operations, leading to active 
research in the field of underwater communication technology. 
Conventional underwater acoustic communication technologies 
have made progress in wireless communication, but they still 
face limitations such as low bandwidth, transmission bandwidth 
constraints, high latency, and vulnerability to security breaches. 
As a result, laser optical communication technology has 
emerged as a promising alternative in underwater 
communication. 

Underwater laser communication offers numerous 
advantages, including fast transmission speed, high bandwidth, 
low latency, and strong security [1]. These advantages make 
underwater laser communication highly valuable for enhancing 
the efficiency and stability of naval operations. This study aims 
to verify the feasibility of laser communication in diverse 
underwater environments through experiments and focuses on 
its potential applications in various naval environments and 
missions. To comprehend the benefits of underwater laser 
communication for the navy, we compare and analyze it against 
conventional acoustic wave communication technology, 
exploring its utilization in operational fields such as naval 
tactical communication, remote sensing, and underwater drone 
control. This paper presents the future prospects of underwater 

laser communication technology and discusses necessary 
improvements and requirements to overcome current 
technological limitations and enhance overall performance. The 
objective is to maximize the effective implementation of 
underwater laser communication in naval operations, ultimately 
improving power and information delivery capabilities. 

In conclusion, this paper highlights the benefits derived from 
the adoption of underwater laser communication and explores 
its potential as an innovative technology capable of replacing 
conventional sonic communication technology. Through this 
research, valuable insights are provided regarding the design and 
utilization of efficient underwater laser communication systems 
in areas such as naval tactical communication, remote sensing, 
and underwater drone control. The findings of this study 
contribute to enhancing the efficiency and safety of naval 
operations. 

II. THEORETICAL BACKGROUND 
Underwater laser communication is a communication 

method that transmits information using a laser in water, and has 
many advantages over underwater acoustic communication that 
is mainly used for underwater communication. 

When radar sizes are the same, underwater laser 
communication transmits data over ultra-high frequencies 
higher than underwater acoustic communication ensuring fast 
data transmission speed. In Table 1, underwater acoustic 
communication shows a data transmission speed of Kbps, while 
underwater laser communication shows a data transmission 
speed of Gbps. 

Unlike other communication, underwater laser 
communication is capable of real-time communication. This is 
a very important factor in marine research and military use [2]. 
In addition, since it is below the surface of the water, it is not 
affected by weather changes, and stable communication is 
possible, such as not affecting other underwater equipment. 
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III. SYSTEM ARCHITECTURE AND METHODOLOGY  

A. Hardware design 
Experiments on underwater laser communication were 

conducted separately for each communication process. In the 
first experiment, when data is transmitted through the laser, the 
desired message is transformed into data and transmitted, and it 
is received and confirmed to be converted into the correct 
message. In the second experiment, it was confirmed whether 
the communication works in the underwater situation,  In the 
third experiment, the limits of laser communication in 
underwater conditions were measured and confirmed. 

 To implement the above experiment, the laser was emitted 
using the DM-104 Arduino laser module. This module transmits 
data by emitting a 650nm red laser with a voltage of 5V.  As the 
receiving device, PP-A435 module and CDS light sensor 
module were used. The PP-A435 module is a laser receiving 
sensor, and the receiving unit receives the laser emitted from the 
laser module and analyzes the data contained in it. The CDS 
illuminance sensor module was used as a measurement tool to 
check the limits of laser communication in various underwater 
situations by measuring the intensity of light in underwater 
communication situations. 

B. Software design 
The DM-104 module converts the 'Red Sub Found' message 

converted into binary code into a laser signal and transmits it at 
regular intervals. Characters are converted to 1s and 0s, and 
output values of 1s and 0s are delivered at intervals of 10 
microseconds. With the input signal, the module emits laser and 
transmits data. In order to increase communication efficiency, 
Arduino's SPI parallel communication, which transmits several 
bits at the same time, is applied rather than serial communication, 
which transmits several bits one by one. Since parallel 
communication transmits bits simultaneously, it greatly reduces 
transmission time and increases transmission speed, enabling 
efficient communication. 

 

 

The PP-A435 module receives binary messages sent to the 
laser. The laser signal is received through the receiver, and the 
received binary data is converted into text and decoded into a 
message. The time interval of the receiver is set to 10 
microseconds like the transmitter to minimize the occurrence of 
errors. The receiver receives the transmitted binary code and 
rearranges it back into a string. Since the string of transmitted 
data is transmitted at once, the decoded string is displayed as 
'Red Sub Found' in the form of 'Received Message: ' in the result 
window. 

 

 

 

 

 

 

 

 

 

Table 1. Comparison of underwater wireless communication technologies 

 

 

(a) System architecture 

 

(b) Experimental Setup 

Fig. 1. System architecture and experimental setup 
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IV. RESUTLS AND DISCUSSIONS 

The experiment was conducted in an empty water tank, a 
water tank with water, a situation seawater, and a situation in 
which impurities were added to seawater.  

 According to the results, laser communication was possible 
in the situation of empty water tanks, water tanks only, and 
seawater. However, it was confirmed that communication was 
impossible in the situation where impurities were added, and the 
number of communication failures increased as the 
concentration of impurities increased. More accurately, the CDS 
level in the empty tank is about 6 lux, and the CDS level 
increased in the case of seawater, and when impurities were 
added. The increase in CDS levels means that the substances in 
the water tank interfered with the laser's progress and made 
communications difficult.  

  In particular, when comparing dust and plastic debris, in 
can be seen that each level is different in impurities. In Table 3, 
communication was more difficult than plastic debris in the dust 
situation. Table 3 shows that the communication state is 
different even though the same amount of impurities are added. 
The CDS of the dust was 270 lux at 7g and the plastic debris 
were 131 lux. At this time, communication was not possible in 
the soil and it was possible in plastic debris. When confirming 
in eyesight, the dust situation was no reached by scattering in the 
middle of the laser process due to the turbidity of the water, 
However, in plastic debris, turbidity was not as bad as dust, and 
it was confirmed that the laser reached the receiver. In the 
experiment through this, it was confirmed that turbidity was the 
factor that most influenced laser communication.  

It proposes a method of varying the wavelength if the laser 
as a method for communication even in murky situations. There 

is already a method of calculating turbidity by varying the laser 
wavelength. Accordingly, it is possible to obtain a laser 
wavelength suitable for each turbidity. A code that presents the 
optimal wavelength of the laser for turbidity was written through 
the Matlab code, and the execution results are shown in Fig. 2.  

Table 2. Laser communication according to the environment 

Experiment 1st 2nd 3rd 

empty tank o o o 

basic water o o o 

sea water 
(120g of salt) o o o 

sea water 
(240g of salt) o o o 

sea water 
(120g of salt + dirt 3.5g) x o x 

sea water 
(120g of salt + dirt 7g) x x x 

sea water 
(120g of salt  

+ plastic debris 3.5g) 
o x o 

sea water 
(120g of salt  

+ plastic debris 7g) 
x o x 

 
Table 3. Comparison of measured values of CDS ambient light sensor 

according to environment 

Experiment 1st 2nd 3rd average 

general situation 698 702 699 699.67 

empty tank 6 5 7 6 

basic water 9 12 11 10.67 

sea water 
(120g of salt) 23 26 24 24.3 

sea water 
(240g of salt) 30 29 32 30.3 

sea water 
(120g of salt + dirt 3.5g) 180 175 177 177.3 

sea water 
(120g of salt + dirt 7g) 270 269 273 270.76 

sea water 
(120g of salt  

+ plastic debris 3.5g) 
88 91 92 90.3 

sea water 
(120g of salt  

+ plastic debris 7g) 
134 129 132 131.67 

 

 
Fig. 2. Optimal wavelength for turbidity 

 
Fig. 3. Relation between turbidity and laser wavelength [3] 
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As shown in Fig. 2, the wavelength of the laser increases as 
the turbidity increases. This phenomenon can be explained in 
Fig. 3. Fig. 3 shows a graph extracted from a paper explaining 
the relationship between laser and turbidity. In this graph, the 
laser shows a phenomenon in which the absorption rate 
decreases at a high turbidity as the wavelength increases. As the 
turbidity increases, the wavelength of the laser increases, and the 
wavelength value of the paper and the laser wavelength value of 
each turbidity presented in this study almost match, showing that 
the code presented and the result value are reliable [4]. 

V. UTILIZATION PLAN FOR NAVY APPLICATION 
Based on the results of the experiment, we will find out what 

advantages laser underwater communication and in what 
direction it is applied to the Navy. 

Submarine communication is capable of communication 
between submarine-warship, submarine-submarine, and 
submarine-aircraft, and has high bandwidth and reliability, 
enabling stable communication between the inside and outside 
of the submarine. In particular, even in deep-water areas, stable 
communication is possible compared to sound wave 
communication, and it has the advantage of being able to 
transmit a large number of sensor data quickly. In fact, the U.S. 
Navy had succeeded in laser communication between aircraft 
and submarines. In this experiment, the results showed that the 
laser of blue light was the most suitable in the deep sea, and the 
data transmission success rate was more than 80% using a laser 
of about 532nm wavelength [5]. Such submarine 
communication technology has also been actively introduced by 
the Korean Navy, and the importance of submarines is currently 
drawing attention, and it is one of the technologies that can be 
developed with great power. 

  In marine operations, communication between underwater 
drones and robots is expected to play an important role as 
unmanned technologies such as drones and robots are further 
developed in the future. Multiple operations using this 
unmanned technology are more efficient than a single operation, 
and laser communication between drones and robots more 
quickly and accurately, and transmit/receive a large number of 
data. 

  This paper deals with underwater sensor data 
communication and communication objects such as submarines 
and underwater drones(AUVs), and proposes underwater 
reconnaissance and threat detection methods using them. 
Underwater sensor data communication can be used as an alarm 
system by detecting collisions, sinks, and other hazards 
underwater by utilizing submarine sensor installation and laser 
communication. These technologies will greatly help prepare for 
submarine threats from North Korea and neighboring countries 
and take control of the sea. 

 

VI. CONCLUSION 
In this paper, we investigated the "Naval Application of 

Laser Underwater Communication Utilizing MATLAB & 
Arduino". We examined the potential effectiveness of laser 
communication underwater compared to traditional methods 
and explored its possible applications in the navy. 

Throughout our research, we successfully developed a laser-
based underwater communication system using MATLAB and 
Arduino. Our findings revealed that turbidity had the most 
significant impact on communication performance. To address 
this issue, we experimented with varying the laser wavelength 
and supported our approach with evidence from relevant studies. 
Based on this information, we developed MATLAB code that 
recommended different wavelengths based on turbidity levels, 
offering a potential solution. 

The laser communication system showcased higher data 
transmission rates compared to current acoustic communication 
methods, providing increased bandwidth and reduced latency 
underwater. Moreover, laser communication demonstrated 
remarkable resistance to interference, enhancing 
communication stability in underwater environments. This 
laser-based underwater communication system holds promise 
for diverse naval applications. For instance, it could greatly 
enhance the efficiency and precision of submarine 
communication, seabed sensor networks, and unmanned 
underwater exploration equipment. This advancement would 
significantly improve the speed of information collection and 
transmission, delivering substantial benefits in future 
operational scenarios. 

In conclusion, our study has demonstrated that laser-based 
underwater communication outperforms conventional acoustic 
communication methods, offering significant value in naval 
operations. As this technology continues to evolve, we 
anticipate further advancements in naval communication 
systems, ultimately contributing to comprehensive maritime 
security and operational support.  
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Abstract—In this paper, the car brand & model and body 
part detection algorithms based on convolutional neural 
network (CNN) and transfer learning for repair cost 
estimation is proposed. The algorithm consists of five models: 
car brand & model detection module, car body parts detection 
module, car damage classification module, damaged car part 
calculation module and repair cost estimation module. The 
study is expected to help auto insurance companies simplify 
their cost estimation process, identify car brands and models, 
and classify car damages. 

Keywords—Car Damage, Object Detection, Car Brand & 
Model Detection, Image Classification, CNN, Transfer 
Learning 

I. INTRODUCTION 
In recent years, with the development of computer 

vision and artificial intelligence technology, this technology 
has been applied to insurance companies [1]. In this paper, 
an algorithm to estimate the cost of car repair by using 
convolutional neural networks (CNN) and transfer learning 
is proposed in this paper. This algorithm consists of five 
modules: car brand & model detection module, car body 
parts detection module, car damage classification module, 
damaged car parts calculation module and repair cost 
estimation module. 

II. PROPOSED ALGORITHM 
The basic design ideas of proposed algorithm mainly 

uses CNN, transfer learning, car brand and model dataset 
and vehicle dataset. Datasets are built by sites such as 
Kaggle, COCO dataset, and others such as the Sandford 
Cars dataset [2-3]. Through the training model, the car brand 
and model was identified and classified, the body parts were 
identified, and the damaged parts were classified by 
percentage calculation. Through the comprehensive 
analysis of a number of index results, the maintenance cost 
of damaged car is estimated. 

The proposed algorithm consists of five modules such as 
car brand & model detection module, body parts detection 
module, car damage classification module, calculation 
module for damaged area of the vehicle part, and repair cost 
estimation module [2]. The car brand & model detection 
module are used to detect the automobile itself and 
determine the brand and model of the automobile. The car 
body parts detection module is used to detect all parts of the 
car, circle each part, such as bumper, fender, door, glass, 
head-lamp and tail-lamp, and calculate the area of each part.  

Car damage classification module checks the damaged 
parts of the body, such as scratches, dents, damage, etc., and 
draw the damaged area and calculate the area of the 
damaged area, and calculates the percentage of the damaged 
area in this part. The repair cost estimation module is based 
on the repair and replacement costs of each part of the car 
brand and model, and the final result is used to estimate the 
cost required for car damage maintenance. 

III. EXPERIMENTS AND ANALYSIS 
The transfer learning method based on DenseNet161 in 

the proposed algorithm has the highest accuracy of 93.85%. 
In addition, in reference [4], the highest accuracy was 
obtained by using ResNet50, which was 76.68%. The 
accuracy of DenseNet161 adopted in this paper is higher 
than that of Reference [4]. Therefore, DenseNet161 method 
used in this paper is adopted for the car brand and model 
detection module. 

IV. CONCLUSION 
 In this paper, an algorithm for damage detection and 

repair cost estimation based on car accidents is presented. 
The accuracy of the four methods used for detecting car 
brand and type reached 17.3%, 91.1%, 88.3%, and 93.85%, 
respectively. This study is expected to have an important 
utilization value in the field of calculating repair costs that 
occur in the process of settling automobile claims if it goes 
through the process of supplementing technology for 
commercialization in the future. 
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Abstract— In this paper, an indoor positioning algorithm 
that improves positioning accuracy and prediction 
performance by using a decision tree model in an ultra-
wideband (UWB) environment is proposed. It then uses the 
decision tree model to accurately predict the coordinates of 
the UWB tag in the next direction. In addition, a total of 4 
UWB anchor nodes and 1 tag node were placed in an indoor 
6m × 6m × 2.5m space, and then the 3D positioning coordinate 
group was measured using the trilateration technique.  

Keywords— WPAN, UWB, Decision Tree, TWR, Indoor 
Positioning, 

I. INTRODUCTION 
Recently, research on positioning technology using 

ultra-wideband (UWB), belonging to the wireless personal 
area network (WPAN) technology category, has received a 
lot of attention [1-2]. However, the level of positioning 
technology using UWB is still in its infancy, and there are 
many tasks to be further studied. In this paper, an indoor 
positioning algorithm that can improve positioning 
precision and positioning prediction performances using a 
decision tree model in a UWB environment is proposed. 

II. PROPOSED INDOOR POSITIONING ALGORITHM  
The positioning process using UWB sensors and 

decision trees consists of the following four steps: 1) 
training of the decision tree model; 2) testing of the decision 
tree model; 3) real-time running of the decision tree model; 
and 4) updating of the dataset. 

The proposed algorithm uses two decision tree models, 
the distance decision tree model and the direction decision 
tree model, which are overlaid in order to predict the next 
coordinate of the UWB tag [3-4]. The proposed algorithm 
selects the distance range class using the distance decision 
tree model and then selects the direction of the tag using the 
direction decision tree model. Proper selection of the 
distance range and direction is critical for accurate 
prediction of the next coordinate of the UWB tag. 

III. EXPERIMENTS AND RESULT ANALYSIS 
A total of four UWB anchor nodes are placed at the 

vertices of a 6m × 6m × 2.5m cube indoors using a tripod, 
and the tag node for positioning is placed inside the building 
cube designated as the vertex of the anchor node. The 
estimated position coordinates of the tag relative to the 
coordinates (10cm × 10cm) of one fixed tag can be 
displayed in the order of time in the 3D space. It can be seen 
that the estimated position coordinates of the tag are 
measured in various ways due to the noise caused by the 
multipath generation of the UWB radio signal as shown in 
Fig. 1. The experiment method is as follows: First, after 
setting 4 anchors and 1 tag in the UWB measuring 

equipment, measure the distance and calculate the location 
coordinates using the trilateration method. Then, after 
placing tags at 10 cm intervals at each coordinate point, the 
location coordinates of the tag and the distance between 
each anchor are measured for 30 seconds at 100ms intervals. 

 
Fig. 1. Cluster map of measurement coordinates in 3-dimensional 

coordinates (3.0m × 5.4m × 0.6m). 

IV. CONCLUSION 
In this paper, an indoor positioning algorithm using a 

decision tree in a UWB environment is proposed and its 
performance was tested. In the future, we plan to generate 
simulated learning data and conduct simulations, followed 
by testing with actual UWB-equipped devices to validate 
the proposed algorithm. 
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Abstract—In this paper, a path estimation algorithm based 
on weight-real-time object detectors HPE-weight position (W-
RTMDet HPE-WP) is proposed.  In addition, the error distance 
of the movement trajectory of proposed algorithm is compared 
with RTMDet B-Box and RTMDet PSHP according to RTMDet, 
Resnet50, RSN50, and HRNet w32 pose model. In conclusion, 
the error distance of the movement trajectory and the error 
distance of the movement coordinates in our proposed 
algorithm were found to be significantly superior to both 
RTMDet B-Box and RTMDet PSHP. 

Keywords-Path Estimation, Human Detection, Localization, 
W-RTMDet, HPE-WP  

I. INTRODUCTION 
In the path estimation method using HPE (Human Pose 

Estimation), the lower body information is very important 
among the joint information of the posture estimation of the 
moving person. In particular, since humans walk upright, 
ankle information is essential for accurate path estimation [1-
3]. However, it is difficult to obtain accurate joint information 
in an obstacle environment using the method using HPE [4-
6]. In an indoor real-time obstacle environment based on 
video, the accuracy of human object detection and pose 
estimation significantly decreases due to obstacles. In 
particular, it is difficult to obtain ankles information due to 
obstacles. 

II. ALGORITHM DESIGN 
The proposed HPE-weight position (W-RTMDet HPE-

WP) algorithm consists of 4 steps such as  preparation step, 
W-RTMDet step, HPE step and localization step as shown in 
Fig. 1. 

 
Fig. 1. System architecture of W-RTMDet HPE-WP for realtime indoor 
localization. 

III. EXPERIMENTS AND RESULTS 
The experiment was done by moving the human object 

from 5m to 0m from the camera's position in a virtual obstacle 
environment. The algorithm proposed in the experiment was 
compared and analyzed with RTMDet B-Box and RTMDet 

PSHP [6] for each Pose Model, Resnet50, RSN50, and 
HRNet w32. 

The results of the experiment, regarding the performance 
of the error distance for the movement trajectory are presented. 
It was confirmed that the error distance of moving trajectory 
in the proposed algorithm was decreased in all pose models 
compared to RTMDet B-Box and RTMDet PSHP. It was 
decreased by an average of 37.34cm compared to RTMDet B-
Box, and by an average of 4.92cm compared to RTMDet 
PSHP. 

IV. CONCLUSION 
In this paper, the error distance of moving trajectory of 

proposed algorithm is confirmed to be far superior compared 
to RTMDet B-Box and RTMDet PSHP. The localization 
methods using pose models in real-time indoor obstacle 
environments exist errors according to the distance. However, 
our proposed algorithm achieved satisfactory results in 
obstacle environments, and it would be helpful to improve 
accuracy if we can select a pose model suitable for changes in 
distance. In conclusion, the error distance of moving trajectory 
and the error distance of moving coordinates of our proposed 
algorithm are confirmed to be far superior compared to 
RTMDet B-Box and RTMDet PSHP. 

In the future, we plan to have experiments in real-time 
indoor moving environments based on proposed algorithm. In 
addition, we intend to apply our proposed algorithm to 
services that estimate the path of people in a CCTV 
environment. 
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Abstract— Knee osteoarthritis is a prevalent condition that 
can result from joint load, which refers to the force applied to a 
weight-bearing knee joint. Several factors contribute to this 
condition, including injuries, high-impact activities, and obesity. 
Gait modification is a commonly used technique to reduce knee 
load and potentially slow the progression of knee osteoarthritis. 
This modification changes the foot progression angle (FPA), 
which is the angle between the direction of walking and the long 
axis of the foot. The present study aims to develop a system to 
monitor and provide real-time feedback on gait modification in 
a home environment. The system incorporates an inertial 
measurement unit (IMU) sensor to detect normal, toe-in, and 
toe-out walking postures by measuring the ground reaction 
force (GRF) when attached to a person. The dissimilarities 
between the acquired data suggests that this system can leverage 
few-shot learning (FSL) to accurately classify the walking 
posture, enabling efficient and effective monitoring of gait 
modification in real time which is the novelty of this work in 
progress research. 

Keywords— foot progression angle, ground reaction force, 
gait cycle 

I. INTRODUCTION 
A frequent orthopedic condition that puts a lot of strain on 

a person's knees is excessive medial knee loading [1]. Chronic 
exposure to this condition may cause serious health issues 
such knee osteoarthritis, which can limit mobility [2]. 
Multiple factors, such as high-impact activities, injuries, and 
excessive weight gain, can cause knee loading [3]. One 
effective method to remedy this issue is to modify the gait by 
adjusting the foot progression angle (FPA) using camera feeds 
and pressure pads [5]. But the operation process, high cost and 
non-portability of the equipment, limits its application outside 
clinical settings, preventing real-time feedback. Therefore, to 
overcome these limitations Nan Jiang [6] et al proposed a 
method called the EarWalk system with an embedded inertial 
measurement unit (IMU) sensor in earbuds. This method can 
identify a person’s FPA during walking with a 95% accuracy 
in laboratory settings. However, the system's performance is 
limited by the controlled environment of the testing setup, as 
a person's gait and FPA can vary unpredictably in real-world 
situations. The purpose of this research is to enhance the 
existing method of identifying FPA and simplify its 
implementation by incorporating deep learning automated 
feature extraction with minimal pre-processing. The resulting 
method is expected to offer higher accuracy and precision. 
The work can be divided into three steps: testing ground 
reaction force (GRF) data using an IMU sensor, creating a 
database of normal, toe-in, and toe-out walking postures from 
40-50 individuals, and designing a few-shot learning (FSL) 
model to train and test the data.  

In the initial GRF data acquisition phase, promising results 
were obtained using an IMU sensor. Graphs obtained from 
different walking postures were compared, and the 
dissimilarities were observed, indicating the potential for 

using a supervised FSL model. Additionally, resampling the 
data into smaller samples could increase the data points and a 
2D convolutional neural network (CNN) model can also be 
used to potentially improve precision. This is a novel approach 
for real time gait monitoring and modification. The general 
working process is described followed by the experimental 
procedure section. The paper concludes by presenting the 
results and describing future works.  

II. GENERAL WORKING PRINCIPLE 
Toe-in and toe-out walking postures involve pointing the 

foot inwards or outwards during walking, causing the inner 
knee to receive induced GRF as the foot contacts the ground. 
This leads to counterclockwise rotation of the shinbone 
around the knee joint due to GRF, increasing compression and 
stress on the inner knee joint. These postures have been found 
effective in reducing medial knee loading by altering the 
direction of applied GRF closer to the knee center through 
changing the foot-ground contact region [4]. By reducing the 
rotation caused by the GRF and minimizing the distance 
between the GRF and shinbone, this shift lessens the stress on 
the inner knee. This impact is demonstrated in Figure 1. 

 
Fig. 1. GRF changes based on toe-in and toe-out where 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 is the normal 
walking GRF which reduces to 𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛 or 𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜, based on toe-in or toe-out [6] 

The primary aim of this study was to identify the variance 
in the induced GRF that is transmitted from the foot to the 
body. Previous research indicates that IMU sensors can be 
installed at various points in the human body to detect GRF. 
The original EarWalk system [6] was designed to detect GRF 
from the earbud's IMU sensor. However, in this study, a 
commercial IMU sensor, namely the BNO055, was selected 
for data collection. The waist region was selected as the ideal 
location for mounting the IMU sensor, as it can capture the 
GRF forces produced by different walking patterns and output 
them as distinct signal values. Figure 2. depicts the overall 
experimental process. The data was collected from one 
individual by mounting the experimental apparatus firmly 
around the waist. The apparatus consists of an Arduino Uno, 
the Adafruit BNO055 IMU sensor, a Bluetooth HC-06 module 
and a 9V battery to power the device. The data was sent from 
the Arduino to a laptop where it was collected using a serial 
monitor ‘Putty’ and exported as a .csv file for easier 
evaluation. The sampling rate of the Bluetooth device was set 
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to 10hz, and communication throughput was 9600. The 
Arduino code for the IMU sensor found on the Adafruit 
website, was modified to output sixty seconds of data and then 
stop. The process can then be restarted by pressing the ‘r’ key 
on the laptop.  

 
Fig. 2. Overall experimental process  

The data was later processed and normalized using 
MatLab and results were observed. The processing was a 
simple time vs acceleration graph. During the processing, the 
sample data was equally scaled to 20 seconds to see the visible 
differences between the different FPA. Even though visible 
differences can be seen, on a large scale for many individuals 
the FPA is vastly different as gait is a type of biometrics for 
an individual person [6]. However, there are still differences 
that can be identified by a deep learning model that humans 
simply cannot comprehend. 

III. EXPERIMENTAL PROCEDURE AND RESULT 
 The experimental procedure entailed collecting data for 
each of the FPA patterns for one minute to assess differences 
between them. The participant was instructed to walk in a 
straight line in laboratory condition for one minute each in 
normal, toe-in, and toe-out configurations to avoid data 
overflow while a smartphone video capture was used as a 
reference. The height, weight and age of the participant were 
172 cm, 80 kg, and 29 years respectively.   

 
Fig. 3. Difference between normal, toe-in and toe-out GRF patterns 

 The system was mounted securely on the participant's 
waist, and they were instructed to walk at a slow pace of 1 m/s. 
Figure 3. depicts the induced GRF of an individual's walking 
or gait cycle for each of the three tested FPA patterns. The 
study found that each FPA resulted in unique recurring GRF 
patterns as shown in Figure 3. This suggests the potential to 
train and test with an FSL model. This method could later be 
used to detect FPA patterns in real-time. 

IV. CONCLUSION 
The results of the initial data acquisition phase for gait 

analysis using an IMU sensor have demonstrated promising 
outcomes. The graphs obtained from different walking 
postures showed enough dissimilarities which indicates the 
potential for automated feature extraction through deep 
learning. Additionally, resampling the data into smaller 
samples can result in more data points for the deep learning 
model, thereby potentially improving precision. In future 
work, a database comprising normal, toe-in, and toe-out 
walking postures from 40-50 individuals will be created. The 
collected data will then be utilized to train and test an FSL 
model that can accurately identify the postures. The dataset 
parameters can be increased though resampling and also be 
used for automated feature extraction system on a 2D CNN 
model, which will be augmented with necessary tools and 
modifications to enhance its simplicity and accuracy. Finally, 
the model will be tested in real-life scenarios to provide live 
feedback of FPA from individual subjects. These findings 
hold significant implications for developing a robust and 
reliable system for gait analysis in clinical settings.  
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Abstract— In this paper, we address the performance of covert
communications with the help of a friendly jammer under the
Nakagami-m distribution. Particularly, we study the false alarm
probability (FAP) and the miss detection probability (MDP) of
the warden. Our findings show that FAP and MDP have contrary
behaviors with respect to the transmit power of the jammer.

Keywords–Covert communications, false alarm probability,
miss detection probability

I. INTRODUCTION

With the exponential growth of wireless-connected devices,
information security has become one of the critical issues
in wireless networks along with the long-term challenging,
namely, energy efficiency and spectral efficiency. However,
the conventional cryptography-based approach is only effective
provided that the end devices are capable to handle large
and sophisticated computations. Nonetheless, most of the end
devices in the Internet of Things (IoTs) are low-cost and have
fewer computation capabilities. Besides the cryptography-
based approach, there is another low-cost approach that is
lying in the physical layer called physical layer security (PLS).
The main drawback of the PLS approach is that eavesdrop-
pers still receive information from legitimate links. They, as
a consequence, can employ several advanced techniques to
wiretap the secure information such as transmit and/or re-
ceiver diversity schemes and exploit channel state information
(CSI) of the main link to either wiretap or send malicious
information to the intended receiver. Fortunately, a pioneer
work of Bash and others in [1] has shed light on information
security. Particularly, by hiding the secure information detected
by the wardens, one can guarantee information security and
achieve so-called covert capacity. Such communications are
named covert communications. Compared with PLS, it also
employs the physical layer, however, the approach is totally
different. In covert communications, the transmitted signals
are secretly transmitted, i.e., hiding in the background noise,

so that the wardens do not realize whether the transmitter
has transmitting information or not while in the PLS, the
eavesdroppers always know that the transmitter is transmitting.
Thus, it can theoretically provide better protection [2].

Although covert communications have much potential com-
pared with the cryptography approach and PLS, the number
of works in the literature was limited [3]–[6]. More precisely,
the authors in [3] studied the probability of detection error and
average covert rate of the dual-hop networks where the relay
secretly transmits its own information. Two relay selection
schemes were proposed in [4] to improve the covert rate
in the IoTs networks. The performance of the delay-tolerant
covert communications with fixed and random transmit power
was addressed in [5]. They showed that the amount of
secrecy information successfully transmitted logarithmically
increased under the finite block length. The performance of
the multiple antennae covert communications was studied in
[6] where the locations of both the interferer and wardens
are modeled according to tools from stochastic geometry. The
covert throughput was maximized under the impact of both
small-scale fading and large-scale path-loss. Their findings
illustrated that the centralized antenna systems provided better
performance compared with its counterpart, i.e., distributed
antennae systems.

Nevertheless, all of the above-mentioned work do not
consider the Nakagami fading as well as the impact of the
friendly jamming to improve the hidden probability. In the
present work, different from the above-mentioned work, we
studied covert communications under the impact of Nakagami
fading and with the help of a friendly jammer. Particularly,
we derive the false alarm probability (FAP) and miss detection
probability (MDP) of the warden.
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II. SYSTEM MODEL

Let us consider covert communications comprised of a
source node Alice denoted by A, a legitimate destination Bob
denoted by B, a warden William denoted by W, and a friendly
jammer denoted by J. Alice secretly transmits information to
Bob and Willie detects whether Alice is transmitting or not.
Jame, on the other hand, continuously creates artificial noise
(AN) toward Willie to help Alice transmit information to Bob.
In this work, we consider the friend jamming scenario, which
means that both Alice and Bob know the signals transmitted
by Jame. Willie, yet, does not know this signal. The whole
transmission is taken place in a time slot and all nodes are
assumed to equip with a single antenna. We further assume that
the channel coefficient follows by Nakagami-m distribution
and the fading changes independently between time slots. The
received signals at Willie under the n time slot is formulated
as follows:

yW [n]=

{ √
PJhJ,WxJ [n] + nW [n] H0√

PAhA,WxA [n] +
√
PJhJ,WxJ [n] + nW [n] H1

,

(1)

where Pu, xu, u ∈ {A, J} are the transmit power and trans-
mitted signals of Alice and Bob; nW is the additive Gaussian
white noise (AWGN) at Willie; hu,W is the channel coefficient
from node u to Willie and is followed by Nakagami-m
distribution with shape and scale parameters mu and δu.
Here, we assume that xu, u ∈ {A, J} has unit power, i.e.,
E
{
|xu|2

}
= 1, ∀u, E {.} is the expectation operator. H0 is

the hypothesis that Alice does not transmit information while
H1, on the contrary, is the hypothesis that Alice transmits
information. It is noted that James periodically changes its
jamming signals so that Willie is not able to recognize its
pattern so that can subtract these signals.

The false alarm probability and miss detection probability
are defined as

FAP =Pr {D1|H0} = Pr
{
PJ |hJ,W |2 + σ2

W ≥ γ
∣∣∣H0

}

MDP =Pr {D0|H1} (2)

=Pr
{
PA|hA,W |2 + PJ |hJ,W |2 + σ2

W < γ
∣∣∣H1

}
.

Here Pr {.} is the probability operator, D0 and D1 are the

events that Willie make a favorable decision on H0 and H1, γ
is the detection threshold, σ2

W = −174 + NF + 10 log10 BW
[dBm] is the noise variance of Willie.

III. NUMERICAL RESULTS
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Fig. 2. FAP and MDP vs. PrmJ with various values of γ.

Fig. 2 illustrates the performance of the FAP and MDP
with respect to the transmit power of the jammer with various
values of γ. We observe that FAP and MDP have a contrary
behavior with respect to the PrmJ . Particularly, MDP is a
monotonic decreasing function while FAP is an increasing
function regarding PrmJ .
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Abstract—In order to guarantee the quality of service in
6G, cell-free networks are attracting attention. Cell-free is one
of the massive MIMO technologies that perform cooperative
transmission by distributing multiple APs It guarantees high
SINR and connectivity compared to tradistional networks. This
paper introduces the state-of-the-art schemes of cell-free and
user-centric cell-free networks.

Index Terms—Cell-free, User-centric Cell-free, Clustering,
mMIMO

I. INTRODUCTION

Cell-free is a massive multiple-input multiple-output
(mMIMO) technology in which all access points (APs) provide
services to users at the same frequency and time. The APs
are connected to one central processing unit (CPU) The user
is guaranteed a higher signal than the traditional network. In
addition, even if the user moves, connectivity is maintained
thanks to a number of connected APs, that is, handovers do not
occur. However, as the AP performs channel measurement and
data transmission for all users, there is a problem of excessive
traffic overhead in the fronthaul. In this paper, we study the
resource and user association scheme in cell-free.

II. RESOURCE AND ASSOCIATION IN CELL-FREE
NETWORK

Ngo et al. [1] proposed a cell-free mMIMO technique with
a pilot assignment and power control algorithm to improve
throughput. The scheme maximizes the smallest user data rates
compared with traditional small cell networks. Zhang et al. [2]
suggested a resource allocation with a heuristic method as a
neighborhood field optimization to increase energy efficiency
and throughput. To decide the optimal solution to the complex
hypothesis task, the heuristic algorithm is combined with an
adaptive boosting method. Vu et al. [3] designed a framework
for uplink training and resource allocation with federated
learning. In order to optimize transmit power and processing
frequency, the schemes aim to minimize channel training time
and execution time of learning. Le et al. [4] proposed a user
clustering and beamforming scheme to optimize the transmit
power of APs. The clustering scheme based on k-means
decides the center uesrs for clusters and allocates transmit
power through the inner approximation framework. However,
since exchanging channel information between all APs and

CPU for transmission to UE in front haul occurs, it causes
increasing computational and power consumption overhead.

Fig. 1. User-centric cell-free

In the user-centric cell-free, a user receives packets from
a set of APs, not all APs. In user-centric, the user connects
only a few APs, not all APs. This reduces fronthaul traffic
while ensuring high signal. However, there are challenges
such as optimal AP clustering and itra-handover between
CPUs. In [5], the authors extended the user-centric cell-free
including power allocation to maximize the lower bound for
sum rate and the minimum spectral efficiency lower bound.
Xiao et al. [6] analyzed the CPU handover and AP handover
in a hybrid AP selection method that combines conventional
coordinated multipoint with the joint transmission for pure
user-centric cooperation. The scheme shows that the handover
rates are affected by the size of the AP within the CPU
and the size of the AP set. Zaher et al. [7] suggested a
soft handover approach using pilot association and clustering
control. The scheme minimizes the handover of a master AP
that assigns pilot sequences instead of other APs in a cluster.
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Ammar et al. [8] proposed distributed user scheduling and
beamforming schemes with low computational complexity. In
order to optimize resource allocation, the Hungarian algorithm
and fractional programming are applied. Demirhan et al. [9]
designed a beamforming scheme for wireless front haul be-
tween CPU and APs to improve end-to-end data rate. To
reduce computing complexity for max-min fair optimization,
the scheme applies a suboptimal iterative solution.

Unlike the common cell-free, the user-centric cell-free is
not completely handover free. However, most studies of user-
centric cell-free networks do not consider the handover issue.
Some studies [10], [11] analyzed the handover rate depending
on the cluster size of APs. These schemes show that the
handover rate is affected by cluster size. Kibinda et al. [12]
designed the handover pattern in user-centric networks and
proposed a handover scheme based on the UE path. The
scheme predicts UE mobility patterns and decides whether or
not to conduct the handover.

Although existing works try to improve performance for
cell-free, there are several challenges such intra-handover
problem, dynamic power control, and clustering interference.
Therefore, we are supposed to study adaptive resource alloca-
tion scheme for cell-free network.

III. CONCLUSION

In this paper, we introduce the various network scheme
for cell-free and user-centric. In future work, we suggest a
joint optimization scheme for clustering for user-centric and
resource allocation.
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Abstract—The utilization of full-duplex (FD) in combination
with multiuser (MU) MIMO exhibits a strong potential as
an optimal technological solution for wireless communications
beyond 5G. In FD-MU-MIMO systems, prevalent factors that
limit performance include self-interference (SI), co-channel in-
terference (CCI), multiuser interferences (MUI), and noise.
Furthermore, the system model incorporates the consideration
of imperfect channel state information within the context of
the Rician fading channel. In this study, we propose a signal-
leakage-plus-noise ratio precoding scheme (SLNR-PS), which is
not restricted by antenna constraints and is found to exhibit
superior spectral efficiency gain as compared to both zero-forcing
and block-diagonalization precoding methodologies as validated
using simulation results. The results indicate that, even in the
presence of high SI, channel error, and Rician factor, the FD-
MU-MIMO system provides significant SE improvements over
HD MU-MIMO systems based on SLNR-PS.

Index Terms—Full-duplex, Rician fading channel, imperfect
CSI, spectral efficiency

I. INTRODUCTION

Next-generation wireless communication systems will re-
quire reliable and spectrally efficient transmission techniques
to support emerging high-data-rate applications. Full-duplex
(FD) systems have received much attention from academia
in 5G and beyond technologies due to their ability to double
spectral efficiency (SE) when compared to half-duplex (HD)
for mmWave, short-range, and different applications [1]. In
FD transmissions, self-interference (SI) is typically much
greater than the co-channel interference (CCI) of other users,
preventing double sum-rate gains. As a result, it is crucial
to effectively manage SI in order for FD systems to achieve
spectral efficiency that is significantly higher than HD sys-
tems. Several SI mitigation techniques exist, including antenna
cancellation combined with RF interference cancellation [2],
analog cancellation [3], and digital baseband interference sup-
pression [4]. Insightful current studies illustrate SI cancellation
in FD devices illustrated that residual SI power at the noise
floor could be considerably mitigated by SI cancellation [5]–
[8]. It is clear from this result that FD-based systems can
be applied to practical situations. FD-based MU-MIMO (FD-
MU-MIMO) system is a system in which downlink (DL)
and uplink (UL) channel users receive and transmit data
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2021R1I1A3050535).
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streams, respectively, from/to base station (BS) at the same
resources. This system severely suffers due to interferences
such as SI, CCI, and multi-user interferences (MUI) in both
channels. To mitigate these interferences, relying on sub-
optimal and lower complex transmission schemes is necessary.
Most related works have focused on SE maximization for FD-
MU MIMO systems with zero-forcing/block-diagonalization
(ZF/BD) precoder designs, and a few studies based on signal-
leakage-to-noise-ratio precoding scheme (SLNR-PS) when the
transmitter is available a channel state information (CSI) [9]–
[11].

In addition, the SE of FD-MU-MIMO systems for Gaussian
distribution and independent and identically distributed (i.i.d.)
Rayleigh’s fading environment was widely analyzed. Never-
theless, in a real-world circumstance, there is a line-of-sight
(LOS) link between the transmitter and the receiver [12], [13].
For instance, in short-range and mmWave communications, for
example, there is an LOS link, and in such fading conditions,
the channel is rather described by the Rician fading model.
Mathematically, the random channel matrix in a MIMO chan-
nel with a Rician-faded channel is a complex Gaussian matrix
with a nonzero mean matrix, unlike in an i.i.d. Rayleigh-faded
MIMO channel where the channel matrix is of zero mean.
Clearly, the Rayleigh-faded model can be viewed as a special
case of the Rician fading model by setting the mean is set
to zero. To get a more realistic assessment of the capacity
increasing potential of MIMO channels, it is important to
evaluate this capacity in a Rician fading environment. This
fading channel model comprises a direct path (LOS) and a
non-line-of-sight path (NLOS). To include this scenario, we
use a flat Rician flat fading channel.
Motivated by those works, in this work, the effects of imper-
fect channel state information (ICSI) on sum rates of DL and
UL channel users, taking into account CCI at the DL and SI
at the UL channel for single stream and multiple antennas per
user over Rician fading channels is examined.

• By using the proposed SLNR-PS, the sum rates of UL and
DL channel users are achieved. For FD-assisted systems,
the sum rate of both channels results in a new total SE.

• In this study, the SEs of all the FD modes of interest
are compared with those of the conventional half-duplex
system. A half-duplex MU-MIMO mode base station’s
total spectral efficiency can be calculated by dividing the
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downlink channel sum rate by the uplink channel sum
rate without taking SI into account.

II. FD-BASED SYSTEM MODEL AND PROPOSED
TECHNIQUES

Our work considers the FD mode of base-station equipped
with total antennas NT = Nt + Nr, in which Nt and Nr

designate the transmitting and receiving antennas at the BS se-
quentially. The numbers of antennas for each user can be rep-
resented as Nd,j , j = 1, 2, · · · , Du and Nu,j , j = 1, 2, · · · , Uu

for DL and UL channels, respectively. The Rician non-
frequency selective fading channel components can be written
as Hm,j =

√
κ

κ+1H̄m,j +
√

1
κ+1H̃m,j , j = 1, 2, · · · , U [14],

where m and U are changeable according to the UL and
DL. As well, κ stand for the Rician factor, H̄m,j refers the
specular matrix and H̃m,j designates the Rayleigh entries with
zero-mean unit-variance, which is CN (0, INm,j ). Moreover,
it is assumed that the BS and channel users have inaccurate
information about the state of the channel. Based on the
imperfect channel state information (ICSI), the channel model
is formulated as Hm,j = H̃m,j +∆m,j , where H̃r,i and ∆r,i

represent the nominal and uncertainty channels, respectively.
The elements of ∆r,i represented as zero-mean i.i.d complex
Gaussian random variables with variance σ2

∆ [15].

A. Downlink Transmission

The signal model for the DL transmission can be described
as follows. The received vector at the jth user formulated as

yd,j = Hd,jzd,jxd,j +Hd,j

Ud∑
r ̸=j

zd,rxd,r +Hcci,jxcci,j

+ nd,j , j = 1, · · · , Ud,

(1)

where zd,j is precoding vector and xd,j is the intended signal.
Then, we normalize the vectors xd,j and zd,j as E[|xd,j |2] =
1 and ||zd,j ||2 = 1, respectively. The four elements in the
sequence shown on the right side of (1) are the desired signal,
MUI, CCI, and noise.

We examine the strategic transmission scheme for the DL
system model. For this system, a signal-leakage-to-noise-ratio
precoding scheme (SLNR-PS) is proposed to suppress CCI
and maximize the sum rate despite co-channel interference
for a given receiver structure by only using the CCI plus-noise
covariance matrix at the base station. Then, the Nd,j × Nd,j

CCI-plus-noise covariance matrices at user j can be expressed
as

Jj = Hcci,jWcci,jH
H
cci,j + σ2

nINd,j
, (2)

where Wcci,j = E[xcci,jx
H
cci,j ] stand for the covariance

matrices of the CCI and Tr(Wcci,j) = Pcci,j . The whitening

matrix can be defined by Tj = J
−1/2
j . Then, (1) can be

multiplied by Tj as well, considering the ICSI, and it becomes

ỹd,j = TjH̃d,jzd,jxd,j +TjH̃d,j

Ud∑
l ̸=i

zd,rxd,r

+

Ud∑
j=1

Tj∆d,jzd,jxd,j + ñd,j ,

(3)

where ñd,j = Tj(Hcci,jxcci,j + nd,j) with covariance INd,j

because of the whitening matrix.
Using the figure of merit of SLNR, the optimization prob-

lem for user j can be described as shown in (4).
According to SLNR as the optimization metric in [16], [17],

the optimization problem for user j by making use of the
Rayleigh-Ritz quotient can be formulated as

zHd,j(H̃
H
d,jTj

HTjH̃d,j + σ2
∆Tj

HTj)zd,j

zHd,j(Nd,jσ2
ñ + δσ2

∆Tj
HTj + H̄H

d,jT
H
j TjH̄d,j)zd,j

≤ λmax(H̃
H
d,jTj

HTjH̃d,j + σ2
∆Tj

HTj ,

Nd,jσ
2
ñ + δσ2

∆TH
j Tj + H̄H

d,jT
H
j TjH̄d,j)

, (5)

where H̄d,j = [H̃H
d,1 · · · H̃H

d,j−1H̃
H
d,j+1 · · · H̃H

d,Ud
]H and δ =

Ud − 1.
Based on general eigenvalue decomposition (GEVD) in

[18], the objective function (5) can be simplified as follows.
Thus, the optimal precoder for jth user is given by

zod,j ∝ max. eigenvector ((Nd,jσ
2
ñ + δσ2

∆TH
j Tj +

H̄H
d,jT

H
j TjH̄d,j)

−1H̃H
d,jT

H
j JjH̃d,j + σ2

∆TH
j Tj).

(6)

B. Uplink Transmission

In this subsection, the system model and proposed design
for UL channel transmission will be presented as follows. The
received signal vector yu ∈ CNr×1 can be written as

yu = Hu,jvu,jxu,j +

Uu∑
r ̸=j

Hu,rvu,rxu,r +Hsi,jxsi,j + nu,

(7)
where Hu,j∈ CNr×Nu,j is the channel matrices for user
j, nu ∈ CNr×1 refers to AWGN, xsi,j ∈ CNt×1

is the SI transmitted vector, and HSI,i represents
the SI channel matrix. The SI channel generated as

Hsi,j ∼ CN (
√

κ1σ2
si

κ1+1 Ȟsi,j ,
σ2
si

κ1+1INrNt
), where the Rician

factor κ1 = 1 without loss of generality that is used to
characterize the residual SI according to [1]. Additionally,
σ2
si is added to parameterize the efficiency of SI suppression

mechanisms. The desired signal, multiuser interference, SI,
and noise of the jth user are denoted at the right-hand side
of (7), respectively. The normalization of the precoder and
intended signal vectors of the jth user can be expressed as
||vu,j ||2 = 1 and E[|xu,j |2] = 1, sequentially.

We next suggest the SLNR strategy, which minimizes SI
while also maximizing the sum rate for a specific receiver
in the presence of SI, employing the SI-plus-noise covariance
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zod,j = arg max
zd,j∈CNt×1

||TjH̃d,jzd,j ||2 + σ2
∆||Tjzd,j ||2

Nd,jσ2
ñ + (Ud − 1)σ2

∆||Tjzd,j ||2 +
∑Ud

r ̸=j ||TjH̃d,rzd,j ||2
(4)

subject to ||zd,j ||2 = 1, j = 1, · · · , Ud.

matrix at the transmitter. The Nr×Nr SI-plus-noise covariance
matrix of (7) is therefore represented as

Aj = Hsi,jQsi,jH
H
si,j + σ2

nINr , (8)

where Qsi,j = E[xsi,jx
H
si,j ] is the covariance matrix of SI

and Tr(Qsi,j) = Psi,j . Let us define a whitening matrix Lj =

A
−1/2
j and multiply (7) by Lj , and we obtain the following

expression which also shows the effect of ICSI.

ỹu,j =LjH̃u,jvu,jxu,j + Lj

Uu∑
r ̸=j

H̃u,rvu,rxu,r

+

Uu∑
j=1

Lj∆u,jvu,jxu,j + ñU,i

, (9)

where ñu,j = Lj(Hsi,jxsi,j + nu,j) and this has covariance
of identity. The components of ∆u,j distributed as circularly
symmetric complex Gaussian i.i.d. with σ2

∆ variance and zero
mean.

Using the leakage concept, the optimization problem is
given in (10).

The precoder design based on the Rayleigh-Ritz quotient
can be expressed by

vH
u,j(H̃

H
u,jLj

HLjH̃u,j + σ2
∆Lj

HLj)vu,j

vH
u,j(σ

2
ñ + (Uu − 1)σ2

∆Lj
HLj + H̄H

u,jL
H
j LjH̄u,j)vu,j

≤ γmax(Ĥ
H
u,jLj

HLjĤu,j + σ2
∆Lj

HLj ,

σ2
ñ + (Uu − 1)σ2

∆LH
j Lj + H̄H

u,jL
H
j LjH̄u,j)

(11)
which H̄u,j = [H̃H

u,1 · · · H̃H
u,j−1H̃

H
u,j+1 · · · H̃H

u,Uu
]H .

The optimal precoder using GEVD is given by

vo
u,j ∝ max. eigenvector ((σ2

ñ + (Uu − 1)σ2
∆LH

j Lj

+ H̄H
u,jL

H
j LjH̄u,j)

−1H̃H
u,jL

H
j LjH̃u,j + σ2

∆LH
j Lj).

(12)
Accordingly, the total spectral efficiency of FD-MU-MIMO
mode is calculated, and given by

RFD = Rd +Ru, (13)

where Rd designates the sum rate of the DL channel obtained
using an optimized precoder in (6). As well, Ru represents
the sum rate of the uplink channel by substituting the optimal
precoder in (12). The complete spectral effectiveness of half-
duplex communication corresponds to the combination of the
DL total rate and the attainable UL total rate without any SI.

III. SIMULATION RESULTS AND DISCUSSION

We simulate FD-multiuser MIMO under Rician flat fading
conditions with channels suffering from channel error. In
this study, the maximum transmitted power at every user is
assumed to be equal for all users in which Pul,j = Pul.
As well, the noise power is expressed as σ2

n,j = σ2
ñ = 1

for j = 1, 2, · · · , U , where U stand for downlink or uplink
channel users. It is assumed that the number of users is two
per channel. The total number of antennas at the half-duplex
system is taken NT = Nt + Nr. We assume that the power
transmitted at the base station Ptr = 27 dBm and at uplink
channel users Pul = 23 dBm. We acquired the results by
averaging 1000 realizations per channel.

Figure 1 presents the achievable SE of the full-duplex and
half-duplex system by varying imperfect CSI scenarios for
different Rician factors. Scenario 1: we vary the Rician factor
κ = 1 and κ = 5 and set the number of antennas at the BS
Nt = Nr = 6 and at both channel users Nd,j = Nu,j = 3.
Scenario 2: we increase the error variance from σ2

∆ = 0.01
to σ2

∆ = 0.5. For both scenarios, this figure confirms the
significant improvement in SE of full-duplex over half-duplex
for a given transmission power. However, the total SE of
the HD and FD systems decreases significantly as the Rician
coefficient increases. This is because the Rician fade effect
resembles an AWGN channel. In addition, a strong LOS link
reduces channel capacity, i.e. MIMO communication merits a
richly distributed environment. Although the SE of the FD-
MU-MIMO mode system decreases as the Rician coefficient
increases, even now it still provides good performance com-
pared to the HD MU-MIMO mode of communication system.

Figure 2 shows the performance comparisons of the SLNR,
BD, and ZF precoding schemes under the imperfect CSI con-
dition when the number of antennas at the base station varies.
We observe that as Nt increases from Nt = 4 to Nt = 8, the
SEs for SLNR, BD, and ZF precoding schemes significantly
improve. According to the figure, SLNR-PS provides a sig-
nificant performance improvement over both methods. This
implies that the proposed SLNR-based precoding not only
attains good SE gain by compromising the interference and
noise but also can overcome the dimensional constraints on ZF
and BD precoding schemes and make use of all the channel
degrees of freedom. Thus, we can conclude that the SLNR-PS
provides an effective solution to achieve the optimum SE with
a low-computational complexity and it performs well.

IV. CONCLUSION

In this paper, an SLNR scheme has been proposed to
mitigate co-channel interference in the context of downlink
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vo
u,j = arg max

vu,j∈CNu,j×1

||LjH̃u,jvu,j ||2 + σ2
∆||Ljvu,j ||2

σ2
ñ + (Uu − 1)σ2

∆||Ljvu,j ||2 +
∑Uu

r ̸=j ||LjH̃u,jvu,j ||2
. (10)

subject to ||vu,j ||2 = 1, j = 1, · · · , Uu.
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Fig. 1. Total spectral efficiency versus SI σ2
si for FD and HD mode of

operation.
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Fig. 2. Total spectral efficiency versus SNR of different precoding schemes
for σ2

si = −80 dB, Rician factor κ = 1 and σ2
∆ = 0.01.

transmission while also maximizing the sum rate. This is
achieved through the utilization of only the CCI plus noise
covariance matrix at the base station, which is used in con-
junction with a specified receiver structure. Furthermore, we
present another methodology for uplink communication that
takes into consideration SI. To enable interference cancella-
tion, a model incorporating a whitening filter at the receiver
and a precoder design based on the covariance of noise and SI
is employed. Consequently, the issue of enhancing precoding
coefficients is depicted as the maximization of the SLNR-PS
for all users concurrently. The objective function is optimized
through the utilization of the general eigenvalue decomposition
approach. Upon equating the optimized beamformer to the
sum rates of both the DL and UL systems, the total sum
spectral efficiency of the overall system can be attained. The
present investigation involves the assessment of the efficacy

of the FD and HD systems within the context of a small-cell
system through the implementation of the proposed precoding
schemes.
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Abstract—This paper demonstrates that the spatial DoF can
be effectively converted into linearly scaling achievable rates by
deploying cell-free massive multiple input multiple out systems
when the antennas are densely and evenly distributed over the
service area and interference suppressing schemes are adopted.

Index Terms—degrees of freedom, capacity, cell-free massive
MIMO

I. INTRODUCTION

Multiple input Multiple out (MIMO) systems provide the
spatial dimension which can be leveraged as the dimensions
of time and frequency. It is well-established that the capacity
of point-to-point MIMO systems scales linearly with the mini-
mum number of antennas between the transmitter and receiver
at high signal to noise ratio (SNR) [1]. That is, in additive
white Gaussian noise channel with M inputs and N outputs,
the capacity can be shown to be min(M,N) log(SNR) at high
SNR. In multi-user (MU) MIMO systems, which encompass
MIMO multiple access channels (MAC) and MIMO broadcast
channels (BC), the capacity exhibits a linear growth pattern as
the number of antennas or users is augmented.

The factor in the capacity formula that undergoes linear
multiplication is referred to as the spatial degrees of freedom
(DoF) [2]. The linear increase in capacity with the spatial DoF
suggests that the achievable rate for each user may remain
constant even as the number of users increases. However,
in most common wireless communication environments, the
achievable rate tends to decrease as the number of users in-
creases. This is primarily because each user does not uniformly
experience high SNR regardless of their locations, and the
presence of interference typically leads to a degradation in
achievable rates.

This paper demonstrates that the spatial DoF can be ef-
fectively converted into linearly scaling achievable rates by
deploying distributed antennas evenly and effectively manag-
ing interference. Such a translation can be realized in cell-free
(CF) MIMO systems.

This work was supported by the Korea Institute of Marine Science &
Technology Promotion (KIMST) funded by the Korea government (MSIT)
in 2023 (No. 2021-0626, Development of Polar Region Communication
Technology and Equipment for Internet of Extreme Things (IoET))

II. DEGREES OF FREEDOM AND CF MASSIVE MIMO

The definition of the spatial DoF is given as [2]:

η ≜ lim
ρ→∞

CΣ(ρ)

log(ρ)
, (1)

where CΣ(ρ) is the sum capacity at SNR ρ. In MU-MIMO
systems equipped with M base station antennas and N single
antenna users, η = min(M,N).

CF MIMO systems are equipped with a large number of
access points (APs), and each AP can be uniformly deployed
over the service area. This allows CF MIMO systems to
achieve a large number of degrees of freedom (DoFs), which
is equal to the number of users. Additionally, the close-in
distance between an AP and a user can provide macro diversity
gain, which further improves the system performance [3].

The key ingredient to achieve linearly scaling achievable
rate stems from the DoF gain linearly scaling up as the number
of users. However, in most wireless communication system,
the achievable rate decreases as the number of users increases.
This is due to the fact that the SNR value largely varies
depending on locations and the interference from other users
is treated as noise.

The key to achieving linearly scaling achievable rates is
the DoF gain, which scales linearly with the number of
users. However, in most wireless communication systems, the
achievable rate decreases as the number of users increases.
This is because the SNR varies significantly depending on
the user’s location, and the interference from other users is
treated as noise. In CF massive MIMO systems, APs can be
densely deployed, which results in a short distance between
BSs and users. This leads to a uniformly high SNR for
all users. Additionally, coherent signal processing is used to
manage interference. As a result of the uniformly high SNR
and interference management, linearly scaling achievable rates
are possible in real wireless systems. This means that the
rate of each user does not decrease even if the number of
users increases or users are located at the edge of each AP’s
coverage area.

The linearly scaling achievable rate was demonstrated in a
simulation. The simulation considered 40 or 400 APs deployed
over a 120 m by 50 m square area on the ceiling. Fig. 1 shows
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Fig. 1. Location of APs when the number of APs is 400.

the explicit locations of 400 APs. Users are randomly located
over the square.

Beamforming schemes are chosen to maximize the received
power, minimize the received interference, or to maximize
the signal to interference and noise ratio. The simulation
parameters and setup are largely based on the indoor hotspot
model in the ITU-R guideline document for the evaluation of
5G technologies [4].

Figs. 2 and 3 show the spectral efficiency of each user when
the numbers of APs are 40 and 400, respectively. UL MR,
DL MR, UL ZF, DL ZF, UL MMSE, and DL MSLNR rep-
resent uplink maximum ratio combining, downlink maximum
ratio transmission, uplink zero-forcing, downlink zero-forcing,
uplink signal to interference and noise maximization, and
downlink signal to leakage and noise maximization schemes
respectively.

III. DISCUSSIONS

The very steep slope of the lines in Fig. 3 verifies the
spectral efficiency is almost the same regardless of user’s
location. When the number of users is the same as that of
APs, the performances of ZF is less than those of MMSE or
MSLNR. This is because null space dimension is used up for
cancelling interference, thus no dimension is not available for
maximizing signal power. When the number of APs is much
more that that of users, the performance gap between ZF and
MMSE is negligible. The performance of MR is much less
that those of ZF and MMSE/MSLNR, which indicates that
MR does not effectively suppress interference in CF massive
MIMO systems. When a massive number of antennas are
co-located in a base station, MR processing is expected to
provide interference management as a consequence of law
of large numbers. However, this positive effect does not
seem to be observable in CF massive MIMO systems. The
results of varying number of users are skipped in this paper.

Fig. 2. Spectral efficiency of each user when the number of APs is 40.

Fig. 3. Spectral efficiency of each user when the number of APs is 400.

With different numbers of users and APs, the linearly scaling
achievable rates is shown to be possible in [3].

REFERENCES

[1] E. Telatar, “apacity of multi-antenna Gaussian channels,” European
Trans. on Telecomm. ETT, vol. 10, pp. 585?596, November 1999.

[2] S. A. Jafar and M. J. Fakhereddin, “Degrees of freedom for the MIMO
interference channel,” IEEE Trans. Inf. Theory, vol. 53, no. 7, pp. 2637-
2642, Jul. 2007.

[3] K. Kim, J. Myung, Y. -J. Ko and W. Y. Lee, “Beamforming and
Power Optimization for User Fairness in Cell-Free MIMO Systems,”
in IEEE Access, vol. 11, pp. 51032-51046, 2023, doi: 10.1109/AC-
CESS.2023.3278795.

[4] Report ITU-R M.2412-0, ?Guidelines for evaluation of radio interface
technologies for IMT-2020,? ITU-R, Report, Oct. 2017.

102



Multi-Feature Concatenation for Speech Dependent
Automatic Speaker Identification in Maritime

Autonomous Vehicles
Judith Nkechinyere Njoku ∗, Cosmas Ifeanyi Nwakanma†, Jae-Min Lee ∗, and Dong-Seong Kim ∗

∗IT Convergence Engineering, † ICT Convergence Research Center, Kumoh National Institute of Technology, Korea.

Abstract—Automatic speaker identification is a crucial task
that can help ensure safety in the use of maritime autonomous
vehicles (MAVs). Most of the best solutions to automatic speaker
identification tasks have been performed using speech. One
challenge is that speech features that work perfectly for speech
tasks may not be suitable for automatic speaker identification
tasks. As a result, the selection of the best features to employ
is critical. To address this issue, this work explores multiple
speech features based on different configurations and trains a
K-nearest neighbor algorithm using these features. The best
performance was obtained from a concatenation of gammatone
cepstral coefficients, Mel frequency cepstral coefficients, and
pitch. This configuration achieved a validation accuracy of 0.98
and 98.76% and a test accuracy of 0.76 and 84.54% based on
the Jaccard similarity index and F1 score metrics, respectively.

Index Terms—automatic speaker identification, maritime au-
tonomous vehicles, features, KNN, concatenation

I. INTRODUCTION

In recent years, there has been a tremendous rise in the
development and deployment of autonomous vehicles in di-
verse domains, including the maritime sector [1], [2]. Maritime
autonomous vehicles (MAVs) offer a lot of benefits, including
a reduction in operational costs, improved safety, and enhanced
efficiency [2], [3]. With this advancement comes a major
concern: Security. One security measure that has been explored
is the use of automatic speaker identification (ASI) systems,
which can identify users based on specific features in their
voices [4], [5]. Although ASI systems are majorly based on the
users’ speech, the task of speaker identification should not be
confused with speech recognition. While speech recognition
systems identify the words said by the user, ASI systems
identify the user itself. Research shows that certain speech
features which might be suitable for speech recognition tasks,
may not thrive well when used for speaker identification tasks.
As a result, it is important that the best features for ASI tasks
be carefully selected [6].

Fig. 1. Typical speaker identification in maritime autonomous vehicles

ASI is very important in MAV, as it helps to ensure that only
authorized users can control the vehicle or, where necessary,

access it [7], as illustrated in Fig. 1. Machine learning (ML)
has been extensively applied to speech recognition and ASI
tasks, with impressive results. To develop a robust ASI ML
model, there are so many things to consider; including the
feature extraction method. Feature extraction plays a key role
in the design of the ASI system, as due to the variety of
speeches made by different genders, certain features might
prove redundant compared to others [8]. Moreover, consider-
ing that every individual’s vocal tract has a different shape
which helps to identify them when listening, it is important
for an ideal ASI system to be able to perform its task based
on some unique features.

Mel frequency cepstral coefficients (MFCC) are features
that are frequently used for speech-related tasks. MFCC has
been successfully applied for ASI tasks as presented in [9].
The same features were also employed in [10], along with
timbre features, to identify speakers when the speech is
in whispers. [11] also employed MFCC features for text-
independent ASI.

Motivation - All these works have shown the robustness of
MFCC features in ASI systems. However, gammatone cepstral
coefficients (GTCC) [12] have been shown to be more robust
to noise than MFCC [13] and have thus been preferred for ASI
[13]. One other feature commonly applied for ASI is pitch
[14]. The pitch has been used to improve the performance of
ASI tasks in [15], where hybrid features comprising pitch and
MFCC were used to develop a more robust ASI system.

Contribution - To overcome these above-listed limita-
tions, and enhance the robustness of speaker identification
in MAVs, this paper investigates the effectiveness of multi-
feature concatenation. The main objective is to experiment
with a hybrid of other prospective speech features and select
the best-performing ones for ASI. An investigation and exper-
imentation of the possible concatenation of multiple features
were conducted for the development of a robust ASI system.
The performances of several configurations of multiple feature
concatenations were compared based on the Jaccard index, F1
score, and processing time.

II. METHODOLOGY

A. Problem Formulation

Consider a maritime autonomous vehicle MAV with a set
of authorized users N = {1, . . . , N} and a set of unauthorized
users M = {1, . . . ,M} , as illustrated in Fig. 2.
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Fig. 2. Proposed system model for automatic speaker identification in maritime autonomous vehicles

It is assumed that users can issue speech control prompts
to MAV , and MAV can, in turn, recognize those prompts
and take action. To ensure safety, it is important that MAV
takes instructions from only users in the N set. Given that all
users from sets N and M issue speech commands with speech
signal x, where x has a frequency that falls between H =
{h, . . . ,H}, and F = {f, . . . , F} features can be generated
to represent x, we term the users speakers, and formulate the
closed set ASI problem. This problem requires an algorithm
A that can be embedded into MAV after being trained on
the best features from the set F , obtained from a signal x
from speakers in the set N , to accurately recognize speakers
only from this set with the minimum error and in the shortest
possible time.

B. Feature Extraction

Feature extraction aims to convert the speech signals to
a format that clearly shows the distinctive attributes of the
speaker’s voice. As illustrated in Fig. 2, a typical ASI system
is composed of two modes: the model training mode and the
model testing mode or recognition mode. These two modes
both contain a feature extraction unit. In this unit, the feature
extractor transforms the speech signals into feature vectors
which are numerical samples that will be fed to the training
model. In this paper, five different features were employed.

1) Mel Frequency Cepstral Coefficients (MFCC): MFCCs
are critical features for ASI tasks. They are extracted through
a cepstral analysis of the speech signal. The cepstral analysis
of a speech signal separates the source components into
excitation source and vocal tract source.

2) Gammatone Cepstral Coefficients (GTCC): The gam-
matone (GT) filter banks are an improvement over mel scale
triangular filters. The GT filter is a linear filter that is repre-
sented by an impulse response g(t) given by:

g(t) = atn−1e−2πbt cos(2πft+ ϕ), (1)

where ϕ represents the phase of the carrier in radians and f
is denotes the center frequency in Hz, n is the order of the

filter, a is the amplitude, t is the time, and b is the bandwidth
of the filter in Hz.

3) Pitch: The pitch can be generated by first applying a
pre-emphasis filter to the speech signal, which would enhance
the high-frequency content of the signal. When Pitch features
are employed, short-term energy (StE) and zero crossing rate
(ZCR) features are used to help differentiate speech from
silence and unvoiced from voiced speech respectively.

C. Automatic Speaker Identification

1) Dataset: The dataset employed was obtained from the
“Common voice” dataset from Mozilla and consists of 10
speakers with a uniform distribution between males and fe-
males. Each speaker utters short sentences at a signal fre-
quency of 48kHz. This dataset was suitable for this work,
as it registers different races, sexes, and accents. As shown in
Table I, a total of 28, 844 speech samples were used in the
experiment.

2) System Model: This work conducted experiments on
different sets of fused features for speaker identification. As
illustrated in Fig. 2, the experiments were conducted in two
phases: the model training phase and the model testing phase.

The performance of five different single and concatenated
feature configurations was compared based on the accuracy
and time of validation and testing. The following paragraphs
detail the different hybrid feature configurations.

i. GTCC features: The GTCC features were extracted using
a Hamming window of length 0.03×samplerate and an
overlap length of 0.025× samplerate.

ii. MFCC features: The MFCC features were extracted using
a Hamming window of length 0.03×samplerate and an
overlap length of 0.025× samplerate.

iii. GTCC-Pitch features: This hybrid feature consists of the
GTCC, pitch, short-time energy, and ZCR features. The
MFCC features were extracted using a Hamming window
of length 0.03 × samplerate and an overlap length of
0.025 × samplerate. The StE features were extracted
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TABLE I
STATISTICS OF DATASET

Dataset / Speaker index 1 2 3 4 5 6 7 8 9 10 Total

Training data 3094 1424 4339 2128 2661 2904 2290 968 1857 1456 23,121
Test data 756 441 1029 525 732 673 461 226 481 399 5,723
Total dataset 3850 1835 5368 2653 3393 3577 2751 1194 2338 1855 28,844

with a threshold of 0.005, while the ZCR features were
extracted with a threshold of 0.2.

iv. MFCC-Pitch features: This hybrid feature consists of
the MFCC, pitch, StE, and ZCR features. The MFCC
features were extracted using a Hamming window of
length 0.03 × samplerate and an overlap length of
0.025× samplerate. The energy features were extracted
with a threshold of 0.005, while the ZCR features were
extracted with a threshold of 0.2.

v. GTCC-MFCC-Pitch features: This hybrid feature was
made up of GTCC, MFCC, and Pitch features along with
the ZCR and energy features.

Since the ZCR and StE features are used to decide when to
use the pitch feature, it was only employed for hybrid features
involving pitch.

3) Feature Concatenation:
i. Normalization: To prevent bias in the classifier, all fea-

tures were normalized by deducting the mean and divid-
ing by the standard deviation, thus ensuring that they are
all on the same scale.

ii. Concatenation: All feature vectors were concatenated,
and the output is a matrix, which serves as an input to
the KNN classifier. In this matrix, each of the columns
matches a particular feature.

D. K-Nearest Neighbor

The K-nearest neighbor (KNN) algorithm is a nonpara-
metric classifier that uses a supervised learning approach to
perform its classification tasks. KNN is used to identify the
nearest neighbors to a given point based on distance metrics.
This study adopted the Euclidean distance as denoted below.

d(x, y) =

√√√√
n∑

i=1

(yi − xi)
2 (2)

We also used k = 5 neighbors and a squared inverse distance
weight.

III. MODEL TRAINING & EVALUATION

A. Simulation details

All systems were simulated in MATLAB. The dataset was
imported using a helper function that helps to download and
organize the data. The dataset was split into two parts. 80%
was used for training, while the remaining 20% was used
for testing. All models were trained using a k-fold cross-
validation approach, where k = 5. This divides the dataset into
folds and ensures that each fold is used to test the models at
intervals during the model-training process. A total of 23, 121

data points were used for training the models. Optimizing
validation and test accuracy, the number of neighbors was
set to 5, and the squared-inverse weighted Euclidean distance
metric was employed. In the testing phase, the trained KNN
classifier was tested using test speech signals from each of the
speakers. Like in the training phase, the features were extracted
and normalized before the KNN model is tested. The speaker
for each frame was then predicted.

B. Results

1) Metrics: The results of the models were evaluated based
on three metrics: F1 score, Jaccard index, and processing time.
The F1 score measures the accuracy of the validation and
test sets, while the Jaccard similarity index is usually used
to estimate the similarity between two sets of data, in this
case, the predicted and the true label (speaker). The F1 score
is calculated using the statutory formula defined:

F1 =
2× Precision×Recall

Precision+Recall
(3)

The Jaccard index score is calculated using the following
formula:

J(y, ŷ)
|y ∩ ŷ|

|y|+ |ŷ| − |y ∩ ŷ|
=

ŷ

y + y − ŷ
, (4)

where y is the total number of samples, and ŷ is the number
of correctly predicted samples.
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Fig. 3. Test confusion matrix of best performing concatenated features

2) ASI Result: Table II and Fig. 3 represent the results
from the experiments. The best-performed concatenated con-
figuration among all the implemented models was the GTCC-
MFCC-Pitch feature concatenation, which scored the highest
F1 score and Jaccard similarity index of 98.76% and 0.98
on the validation set and 84.54% and 0.76 on the test set,
respectively, as illustrated in Table II.
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TABLE II
F1 SCORE, JACCARD INDEX, AND COMPUTATION TIME RESULTS OF ALL FEATURE CONCATENATION CONFIGURATIONS

Metrics & Features F1 Score (%) Jaccard Index Computation time (s)
Validation Testing Validation Testing Validation Testing

GTCC [13], [16] 96.99 69.29 0.94 0.56 0.15 0.251
MFCC [9] 97.66 81.5 0.95 0.71 1.56 0.26

GTCC + Pitch 96.82 71.23 0.94 0.58 0.18 0.26
MFCC+ Pitch [15] 97.73 82.23 0.96 0.73 0.44 0.29

MFCC + GTCC + Pitch 98.76 84.54 0.98 0.76 0.29 0.50

Table II shows that the best computation time was obtained
when only GTCC features were used, for both validation and
testing. However, the F1 score and Jaccard index for this fea-
ture are too low. Although the best-performing configuration
of MFCC, GTCC, and Pitch have a high computation time,
the accuracy is quite high when compared with the other
approaches.

In Fig. 3, the identification results for test identification of
speakers are represented. It indicates that all accuracy was
above 97%, with the best being 99.7% for speaker 1, and the
least being 97.3% for speaker 4.

IV. CONCLUSION

This study was aimed at comparing the performance of dif-
ferent speech features including MFCC, GTCC, pitch, energy,
and zero crossing rate, when used independently and when
fused together, for the task of automatic speaker identification
for MAVs. The configuration with MFCC, GTCC, Pitch, short-
term energy, and zero crossing rate performed best. It however
incurs a high computation time when compared to the other
configurations. It is expected that the experiments conducted
will contribute towards further study on speech feature extrac-
tion for ASI tasks within and outside the MAVs domain. Future
works will focus on developing a real-time ASI model with
considerably low computation time and appreciable accuracy
on these selected features.
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Abstract—Automatic Identification System (AIS) was intro-
duced in the maritime domain to enhance sea traffic safety by
broadcasting messages containing vessel identification, position,
and speed, so as to help prevent collisions and improve situational
awareness. However, the dynamic nature of AIS exposes it to
various cyber-attacks, requiring protection against unauthorized
access. This work leveraged the multi-layer perceptron (MLP)
to design an intrusion detection model for anomaly detection
in the Maritime Transport System (MTS) network. Our model
was evaluated on the CIC-IDS2017 cyber-security dataset. The
simulation results show the proposed model’s superiority over
state-of-the-art models, in terms of high accuracy and timeliness
in detecting attacks.

Index Terms—AIS, Anomaly, Intrusion Detection, Maritime
transport system.

I. INTRODUCTION

The Automatic Identification System (AIS), an Internet of
Things (IoT) technology, is a vital component of the Mar-
itime Transportation System (MTS). It plays a crucial role
in enhancing safety and security in maritime operations by
providing essential communication and tracking capabilities.
AIS was introduced to the maritime domain with the objective
of improving situational awareness and ensuring the safety of
sea traffic [1]. On-board ships embedded with AIS transceivers
broadcast information obtained from the global navigation
satellite system (GNSS) to authorities and vessels in their
region periodically. However, AIS suffers from the fundamental
drawback of being inherently unreliable due to its open wireless
medium architecture which exposes it to different malicious
interference (zero-day attacks) in the network [2], necessitating
the need for intelligent security solutions capable of detecting
new cyber threats. This requirement arises from the fact that
emerging cyber-attacks targeted at the MTS have exposed the
inadequacies of existing intrusion detection systems, which rely
on predictable rules and fixed attack patterns, rendering them
ineffective in identifying and addressing novel threats within
the network [3].

Machine learning (ML) and deep learning (DL) IDMs
have been proposed for MTS networks, but not specifically
for AIS. For instance, in [4], a computational-efficient 1-
dimensional convolutional neural network (1-CNN) was pro-
posed, achieving an accuracy of 86%. Also, authors in [5],
designed an ML-based model leveraging adaptive incremental
passive-aggressive ML for IoT-enabled MTS networks, and

their model achieved an accuracy of 99%. However, the above
solution lacks target systems, and they fail to consider the
temporal dynamics and environmental factors peculiar to the
MTS networks. Therefore, this paper presents a robust DL-
based anomaly detection in AIS tracks to protect the vessels
from attacks. Specifically, this study makes the following
contributions:

1) The design of a DL-based framework, to be embedded in
the AIS of each vessel to enhance the security of MTS
via anomaly detection.

2) Evaluated the impact of different activation functions on
the convergence speed of the model.

3) The use of Principal Component Analysis (PCA) to elim-
inate irrelevant features and improve detection accuracy.

II. SYSTEM METHODOLOGY

A. Conceptualized Detection Architecture and Model Structure

As detailed in Fig. 1, the MTS network seamlessly connects
sea and land areas, allowing for smooth navigation and com-
munication. AIS transponders installed on vessels are essential
to this network, enabling real-time data exchange between
vessels, coastal stations, and satellites. Our innovative self-
defense model, a five-layer sequential neural network model
can be integrated into the AIS system on each vessel, actively
monitoring and analyzing network traffic data in real-time. This
robust system is designed to identify and resist any anomalies
that deviate from the established normal network patterns,
ensuring the security of legitimate vessels from malicious ones,
as well as the integrity of the MTS network. By employing
advanced monitoring and analysis techniques, our model safe-
guards the network against potential threats and enhances the
overall reliability of maritime operations.

B. Dataset Description

The CIC-IDS2017 dataset comprising 36 features and
1,061,342 instances with 9 attack types and normal traffic was
utilized. It was divided into an 80:20 train-test split. Redundant
features were removed using the PCA technique, thus, reducing
the curse of dimensionality and increasing the performance of
the model.
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Fig. 1. Proposed Model Architecture

C. Experiment

The simulation was done on Windows 10 operating system,
Python with Tensorflow 2.9, Intel Core i5-7400 processor, 8GB
RAM, and Tesla K80 GPU. For the simulation parameter, a 5-
layer architecture was used with Adam optimizer for 50 epochs.
A Categorical cross-entropy loss function and a batch size of
30. The activation functions employed were ReLU and softmax.

III. PERFORMANCE EVALUATION/ RESULTS DISCUSSION

Firstly, we explored the effectiveness of different activation
functions to determine the model’s optimal performance while
keeping other parameters constant. Table I indicates that Relu
is the best candidate for our model. The proposed MLP model
was evaluated in terms of its accuracy in detecting attacks.

Fig. 2 illustrates the accuracy of the model on both the train
and validation set, demonstrating a remarkable accuracy of
99.2% in the prediction of complex attacks in the network,
within a training time of 187sec, The proposed MLP model
demonstrates efficiency in securing the MTS from malicious
intrusions.

In comparison with recent related studies, as indicated in
Table II, our proposed model exhibits the highest performance
accuracy of 99.2%, with precision, recall, and F1-score of
99.1%, 99.2%, 99.2% respectively, outperforming the perfor-
mances of existing models.

IV. CONCLUSION

This study proposed a DL framework for anomaly detection
in the Automatic Identification System(AIS) track, Our pro-

TABLE I
ASSESSING THE IMPACT OF ACTIVATION FUNCTION ON THE MLP

Activation
function

Batch
Size Epoch Accuracy Loss Precision Recall Time

Relu 30 50 99.2 0.026 99.1 99.2 187
Leaky Relu 30 50 98.7 0.035 98.9 98.9 200

Tanh 30 50 98.8 0.032 98.8 98.9 205

Fig. 2. Accuracy of proposed model

TABLE II
COMPARISON OF PERFORMANCE WITH OTHER STUDIES FROM LITERATURE

Ref Model Accuracy
(%)

Precision
(%)

Recall
(%)

F1-score
(%)

[5] AL-PAML 98.7 99.0 99.0 99.0
[4] LCNN 86.0 88.0 86.0 85.7
Our model MLP 99.2 99.1 99.2 99.2
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posed model shows optimal accuracy and efficiency in detect-
ing attacks and enhancing MTS security when compared with
current state-of-the-art. Future work aims at improving model
timeliness, also we hope to develop a framework leveraging
blockchain technology to guarantee robust security.
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Abstract—In this paper, we propose a parked-vehicle-assisted
computation offloading scheme, which employs parked vehicles
as opportunistic computing resources to expand the capacity
of conventional multi-access edge computing paradigms for
offloading tasks from mobile devices. The objective is to maximize
the total offloading utility in terms of the benefit of latency
reduction through offloading and the cost of using computing
and networking resources. The preliminary results verify the
superiority of our proposal over conventional schemes.

Index Terms—computation offloading, edge computing, vehic-
ular network.

I. INTRODUCTION

Multi-access edge computing (MEC) has emerged as a
paradigm that facilitates the offloading of resource-intensive
tasks (e.g., face recognition, video analytics, and online gam-
ing) from mobile devices (MDs) to MEC servers at the
network edge (e.g., base stations and WiFi access points).
Additionally, recent research introduced the utilization of
parked vehicles (PVs) to assist MEC servers for computa-
tion offloading, which can relieve the resource congestion of
MEC servers during the peak time [1]. This is promoted by
the ubiquity of PVs with underutilized computing resources
and the development of vehicle-to-everything communication
technologies. However, the majority of research has primarily
concentrated on full offloading schemes, where MDs either
fully process or fully offload their tasks. Meanwhile, partial
offloading schemes, which parallelize each task on both local
and remote resources, have often been overlooked [1].

In this paper, we propose a PV-assisted offloading scheme
to maximize the total utility of all MDs in terms of service
latency and the cost of using computing and networking
resources. Specifically, we derive a closed-form expression of
the optimal offloading ratio and resource allocation, and solve
the task assignment problem by using a binary version of the
whale optimization algorithm (BWOA) [2]. The efficiency of
our proposal is verified by preliminary evaluation results.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Fig. 1 presents the system model consisting of a MEC-
enabled base station (BS), and a set N of MDs and a set M
of PVs within the communication coverage of the BS. Each

This research was supported by the MSIT(Ministry of Science and ICT),
Korea, under the Innovative Human Resource Development for Local In-
tellectualization support program (IITP-2023-2020-0-01612) supervised by
the IITP(Institute for Information & communications Technology Planning
& Evaluation). It was also supported by Priority Research Centers Program
through the National Research Foundation of Korea(NRF) funded by the
Ministry of Education, Science and Technology (2018R1A6A1A03024003).

Parked vehicles

MEC server

Task

MEC offloading
D2V offloading
Local execution
Remote execution

Fig. 1: System model.

MD has a computation task characterized as (Bi, Ci), where
Bi and Ci denote input data size (in bits) and computation
density (in CPU cycles per bit). In our model, the BS serves
as a resource controller to monitor and select reliable PVs for
computation offloading. Denoting λi as the offloading ratio,
each MD i can locally execute (1− λi)Bi bits of its task and
offload the rest to the MEC server (j = 0) or a PV j ∈ M.

Denoting f l
i as the local capacity of MD i, the partial local

computing latency is expressed by

tlocij =
(1− λi)BiCi

f l
i

. (1)

where f l
i represents the computing capacity of MD i.

For computation offloading, we consider the same commu-
nication model as in [1]. Let RMEC

i and RD2V
ij denote the

transmission rates from MD i to the MEC server and to nearby
PVs j ∈ M, respectively. The partial offloading latency of the
MEC offloading mode is expressed by

toffi0 =
λiBi

RMEC
i

+
λiBiCi

fi0
, (2)

where fi0 denotes the computing resources allocated to MD
i by the MEC server. The partial offloading latency of the
device-to-vehicle (D2V) offloading mode is expressed by

toffij =
λiBi

RD2V
ij

+
λiBiCi

Fj
, (3)

where Fj denotes the computing capacity of the PV j.
The overall latency is tij = max{tlocij , toffij }, j ∈ M∪{0}.
Let a = {aij |i ∈ N , j ∈ M∪ {0}} be the task assignment

profile, where aij = 1 indicates MD i offloads its task to
computing node j and aij = 0 otherwise. The utility is then
defined based on the benefit of latency reduction and the cost
paid for communication and computing resources as follows:

Wi =
∑

j∈M∪{0}
aijWij =

∑
j∈M∪{0}

aij [Gt(t
L
i − tij)− P transλiBi − P proc

j fij ],

(4)
where Gt denotes the unit gain of latency reduction, tLi denotes
the latency of fully local computation, and P trans and P proc

j
respectively represent the unit price of data transmission and
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computation resources when offloading to computing node j.
The problem formulation can be expressed as follows:

max
λ,a,f

∑
i∈N

Wi (5)

s.t.
∑

j∈M∪{0}

aij ≤ 1, ∀i ∈ N , (5a)

∑
i∈N

aij ≤ 1, ∀j ∈ M, (5b)

∑
i∈N

ai0fi0 ≤ F0, (5c)

tlocij = toffij , ∀i ∈ N , j ∈ M∪ {0}, (5d)
0 ≤ λi ≤ 1, aij ∈ {0, 1} , fi0 ≥ 0, ∀i ∈ N , j ∈ M∪ {0}.

(5e)

where (5a) and (5b) represents the offloading relationships.
(5c) represents the MEC resource allocation constraint. (5d)
indicates the conditions for minimizing latency in the partial
offloading. And (5e) imposes boundaries of the variables.

III. PROPOSED APPROACH

To solve the above-mentioned problem, we decompose it
into two subproblems as follows:
A. Optimization of offloading ratio and resource allocation

Given (1), (2), and (5d), the computing resources of the
MEC server allocated to MD i can be expressed by

fi0 =
λiBiCi

(1− λi)BiCi/f l
i − λiBi/Ri0

. (6)

Substituting (6) into Wij in (4) and then analyzing the
function Wi0(λi) by differentiation, we can obtain the optimal
offloading ratio of MD i in the MEC offloading mode:

λ∗
i =

{
0, if GtBiCi

fl
i

− P transBi ≤ 0 or A ≤ 0

A, otherwise,
(7)

where A =
BiCiRi0−BiCiRi0f

l
i

√
P

proc
0

GtBiCi−PtransBif
l
i

BiCiRi0+Bif l
i

.
For the D2V offloading mode, the optimal ratio is

λ∗
i =

BiCiRijFj

BiCiRijf l
i + (BiCiRij +Bif l

i )Fj
. (8)

B. Optimization of task assignment
Given the obtained offloading ratio and resource allocation,

the problem (5) can be rewritten as follows:
max
a

∑
i∈N

Wi (9)

s.t. (5a), (5b), (5c), aij ∈ {0, 1} .

To solve this, we adopt the whale optimization algorithm
(WOA), which is inspired by the prey hunting strategy of
humpback whales. Each whale represents a candidate solu-
tion or search agent, whose position is iteratively updated
according to three main operations: encircling prey, bubble-
net attacking method (exploitation phase), and search for prey
(exploration phase) by using adaptive parameters. The original
WOA is only appropriate for unconstrained continuous opti-
mization problems. Therefore, we adopt the penalty method
as the constraint-handling technique. The fitness function is

Fitness(a) = −
∑
i∈N

Wi(a) + P (a). (10)

Algorithm 1 Pseudocode of the BWOA-based scheme
1: Initialization:

• Initialize the population of random search agents (i.e., task
assignment solutions) and the parameters of the BWOA

• Based on the obtained offloading ratio and resource alloca-
tion according to Section III-A, compute the fitness value of
each search agent and determine the best solution

2: repeat
3: for each search agent do
4: Update parameters in the BWOA
5: Update the position of the current search agent
6: end for
7: Compute the fitness of each search agent
8: Update a∗ of the best search agent
9: until reaching the maximum number of iterations Tmax

10: return the best search agent

where P (a) is the penalty function. The minus sign in front of
the objective function is to convert to a minimization problem.
On the other hand, we use the sigmoid function in [2] as the
transfer function to develop a BWOA. The pseudocode of the
proposed BWOA-based scheme is shown in Algorithm 1.

IV. PRELIMINARY EVALUATION RESULTS
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Fig. 2: Total utility versus: (a) Data size, (b) Density.

Using similar simulation settings as in [1], we consider a
single cell coverage of 200 m × 200 m, in which a MEC-
enabled BS (F0 = 10 GHz) and 10 PVs offer the computation
offloading service for 20 MDs. We compare the performance
of our proposed scheme with two baselines: full offloading
scheme and partial offloading without PV assistance scheme.
Fig. 2 presents the system utility with respect to varying input
data size and processing density. We can see that the partial
offloading can improve the system utility compared to the full
offloading, even in some cases using only the MEC server to
offload. And our proposal takes a joint optimization of both
offloading modes to achieve the best total utility.

V. CONCLUSION

This paper introduced an efficient partial computation of-
floading scheme optimizing both the MEC and D2V offloading
modes. The initial findings showcased the efficiency of the
proposed scheme. In-depth performance analysis with more
baselines and under different scenarios is left for future work.
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Abstract—This paper discusses the use of Particle Swarm
Optimization (PSO) for transmission repetition optimization
using Irregular Repetition Slotted ALOHA (IRSA) in wireless
networks. This study deals with a method to minimize collisions
and improve transmission efficiency in Industrial IoT networks.
In Industrial IoT, the power of devices can cause battery drain,
so many transmissions can increase battery drain. In this paper,
we describe how to reduce transmission collisions and reduce
power consumption by using PSO. The simulation results show
that the proposed method can reduce power consumption.

Index Terms—Uplink, Irregular Repetition Slotted ALOHA,
Optimization, Particle Swarm Optimization, Industrial IoT

I. INTRODUCTION

The Internet of Things (IoT) is a technology that allows
physical objects to be connected to the Internet and exchange
data. These objects are typically composed of sensors, cam-
eras, and actuators, and their main function is to communicate
with each other, and collect, process, and analyze data. In
industrial IoT systems, wireless communication technology
plays a very important role. Wireless communication is easier
to install and maintain than traditional wired networks, and
it is suitable for mobile devices [1]. In addition, IoT devices
typically operate on low power, so low-power technology plays
a very important role in wireless communication. Therefore,
the development of wireless communication and low-power
technology in IoT is very important. In a wireless IoT network,
if a grant-free uplink scheme is applied, when many IoT
devices communicate with each other, transmission collisions
can occur, which can cause problems in data transmission. If
Irregular Repetition Slotted ALOHA (IRSA) is used instead
of the commonly considered Slotted ALOHA (SA) scheme,
higher transmission efficiency can be confirmed. IRSA is one
of the effective Medium Access Control (MAC) protocols
in wireless communication, and it minimizes transmission
collisions using an irregular repetition structure [2]. This col-
lision recovery is possible using Successive Interference Can-
cellation (SIC) technology. In addition, IRSA can minimize
transmission collisions using an irregular repetition pattern,
and due to these advantages, IRSA can enable more stable
transmission than SA in grant-free uplinks. However, repeated
transmission can affect battery consumption in IoT networks,
where low-power systems are typically introduced. Therefore,

in this paper, we use Particle Swarm Optimization (PSO) to
optimize the repetition pattern for IRSA’s irregular repeated
transmission, and we aim to simultaneously achieve collision
recovery and energy consumption minimization [3] [4]. The
composition of this paper is as follows. In Chapter 2, we
explain IRSA and the application of PSO. In Chapter 3, we
discuss the simulation results, and in Chapter 4, we discuss
the conclusion and future research.

II. SYSTEM MODEL AND PROPOSED SCHEME

This chapter discusses how to optimize the IRSA
retransmission-related coefficients using PSO. The optimiza-
tion is performed in the direction of minimizing the number of
retransmissions while eliminating collisions. First, what IRSA
is going be explained. IRSA is a random access protocol
based on slotted ALOHA. When transmitting data, IRSA
intentionally causes collisions by transmitting data through
an irregular repetition pattern. In the event of a collision,
the Successive Interference Cancellation (SIC) recovers the
collided data. The following is the formula for retransmission
between timeslots and users.

Λ(x) ≜
∑
l

Λlx
l, Ψ(x) ≜

∑
l

Ψlx
l. (1)

In Equation (1), is the probability distribution of the trans-
mission pattern that the node will transmit. is the probability
distribution of the number of transmissions received per times-
lot, that is, the probability distribution of collisions.

q > λ(1− e−qGλ), ∀q ∈ (0, 1]. (2)

In Equation (2), q represents the probability of decoding.
That is, the first q in the above formula is the decoding
probability at i+1, and the q used in the calculation of the
exponent multiplier is the decoding probability at i. In this
case, qi+1 must be greater than qi. So, by repeating the above
process, the decoding probability can be increased. If q at
i + 1 is less than or equal to q at i, it means that the
SIC of IRSA is not working properly, and the probability
distribution of retransmission in (1) is incorrect. In order to
set this probability distribution within the correct range and
at the same time reduce the number of retransmissions to

112 ICMIC 2023



Fig. 1. Rewards

reduce the power consumption of the node, PSO was used. In
other words, optimization was performed through PSO. The
pseudo-code for the fitness function used for optimization is
as follows.

Algorithm 1: Fitness Function
Input: the number of timeslots n
Output: score s

1 coefs = getDist(Λ(x))
2 for q in 0.1:0.01:1 do
3 result = λ(q, coefs)
4 if q ≥ result then
5 s= -10

6 if s ̸= 10 then
7 for j in 1:n do
8 s =s + n - coefs[j]*(j+1)

In PSO, the particles are initialized randomly and then move
through the search space according to the velocity and position
update equations. The optimization process is repeated until
the fitness function value converges.

III. SIMULATION

This chapter discusses the results of optimizing the IRSA to
minimize the number of iterations and resolve collisions using
PSO. The simulation parameters were set to 50 particles and
200 iterations. The number of timeslots in a frame was set
to 10, and the number of transmission nodes was set to 7.
As you can see in Figure 1, the fitness score increases as
the number of iterations increases through PSO. This shows
that the number of unnecessary iterations can be reduced,
which can save energy. Figure 2 shows the collision rate as
the number of SIC iterations increases. We can see that the
collision rate decreases as the number of iterations increases.
This means that the optimized distribution by PSO can reduce
the collision rate, just like the fixed distribution that previous
research has suggested.

Fig. 2. Collision Rates

IV. CONCLUSION

In Industrial IoT systems, battery consumption is a major
problem. To solve this problem and the collision during
transmission, this paper proposes a method to use Particle
Swarm Optimization (PSO) to optimize the transmission rep-
etition using the Irregular Repetition Slotted ALOHA (IRSA)
protocol. IRSA is one of the effective MAC protocols in wire-
less communication, and it minimizes transmission collisions
using an irregular repetition structure. This IRSA protocol
was improved to avoid transmission collisions and reduce
power consumption by using PSO. To this end, the proposed
method was simulated to confirm that it can reduce power
consumption. These research results are expected to be helpful
for various research to reduce power consumption in IoT
networks.
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Abstract— Internet of Things (IoT) refers to the incorporation 
of billions of devices connected through the internet. To enable 
connectivity among IoT devices, Radio Frequency (RF)-based 
technology is most predominantly deployed in various 
environments. However, optical wireless communication 
(OWC) has shown promising and significant improvements in 
overall performance. Orbital angular momentum (OAM), 
which is the revolutionary property of light, describes the twist 
or helical shape of the electromagnetic field. When combined 
with OWC, OAM is believed to enhance data transmission 
significantly. This paper focuses on OAM-based OWC in IoT 
and the objective is to analyze the performance of the system in 
terms of data transmission rate and bit error rates (BER) for 
various spatial separations between IoT devices as the 
transmitter and the receiver. Moreover, we make an important 
observation that the achievable data rate varies non-linearly 
with the BER requirements of the OAM-enabled IoT system at 
a given link range. 
 
Keywords— OAM, OWC, Internet of Things 

I. INTRODUCTION  
The definition of Internet of Things (IoT) encompasses a 

huge expansive domain that establishes the foundation for 
integrating the physical devices and digital layers. In recent 
years, billions of IoT devices have been deployed and this 
tremendous trend is anticipated to continue in the foreseeable 
future. A crucial component facilitating the traffic of 
information in IoT networks is wireless communication, 
which plays an indispensable role for the connectivity 
between primary entities. Among prevalent wireless 
solutions in contemporary IoT domains, Radio Frequency 
(RF) based technologies, such as Wi-fi, Bluetooth, and 
Zigbee, are the most common solutions, and they are utilizing 
low power operating in communication links affected by loss 
and noises [1]. Due to their performance and capacity for 
distance coverage, stability, power consumption and 
penetration ability, RF-based wireless communications have 
evolved into a well-established method of transmitting and 
facilitating the data traffic between IoT devices. 

Although RF-based technologies provide an easily 
deployable and cost-effective solution, it also faces some 
severe challenges, such as interference, spectrum congestion 
and latency. RF signals are strictly regulated therefore, they 
pose a challenge due to the interferences of other devices 
operating in the same frequency band [2]. Additionally, as the 
number of users grows, congestion is likely to occur in the 

absence of sophisticated advanced infrastructure and 
management.  

To further address the mentioned concerns, additional 
measurements have been implemented using optical wireless 
communication (OWC). OWC has been proposed as an 
alternative to complement and coexist with RF-based 
technologies, therefore enabling promising results for 
wireless communication in a broad range of IoT domains [2]. 
By operating in another domain of spectrum, OWC is 
possible to effectively mitigate the above issues in terms of 
spectrum licensing [2], larger capacity offered by the 
modulated optical beam, and higher scalability when it comes 
to a large number of connected devices. OWC utilizes visible 
or invisible lights for data transmission between transceivers 
and the optical components in OWC establish a better figure 
of design due to its size, weight, and power-cost design in 
comparison to RF components [2]. In recent years, orbital 
angular momentum (OAM) has been undertaken to leverage 
the capacity of OWC. The property of OAM represents a 
structure light, allowing it to be obtained as an optical beam 
with a tailored spatial amplitude [3]. In addition, the 
implementation of multiple channel modes and multiplexing 
with OAM results in sophistical improvements in minimizing 
crosstalk and leveraging the data transmission quality [3].  

OAM integrated OWC is envisioned to bolster wireless 
communication in IoT networks by offering higher capacity, 
lower latency, and increased efficiency compared to 
traditional RF-based solutions. The future OAM-based OWC 
in IoT should provide optimal data rate in transmission 
channel with low bit error rates (BER). This paper delves into 
the deployment of OAM-based OWC for device-to-device 
communications in IoT by elucidating the system model of 
OAM-based OWC. It presents an analysis of data 
transmission rate in the system channel and conclusions are 
drawn. 

II. SYSTEM MODEL 
      The system model of OAM based OWC is represented in 
Figure 1. The parameters used are shown in Table 1.        
Moreover, the channel impulse response for OAM-OWC in IoT is 
represented as follow: 
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ℎ𝑝𝑝= 
𝑙𝑙 𝛽𝛽𝑦𝑦 ( 𝜆𝜆

4𝜋𝜋𝑑𝑑𝑦𝑦
) exp {−𝑗𝑗[𝑘𝑘𝑑𝑑𝑦𝑦 + 𝑙𝑙 𝜋𝜋

2
𝑘𝑘

2𝐹𝐹 (𝑟𝑟2

− 𝑟𝑟𝑦𝑦
2)]}exp [−(

𝑟𝑟2 − 𝑟𝑟𝑦𝑦
2

𝑤𝑤2(𝑧𝑧) )](
𝑟𝑟𝑦𝑦
𝑟𝑟 )|𝑙𝑙| [(∇ − 1)𝑝𝑝𝑝𝑝𝑝𝑝+|𝑙𝑙|]

(∇𝑦𝑦 − 1)𝑝𝑝𝑝𝑝𝑦𝑦
𝑝𝑝+|𝑙𝑙|  

                                                                                                      (1) 
 
where 𝑙𝑙 is the different channel response input of OAM, 𝜌𝜌 is the 
transmission power, 𝑟𝑟 is related to the radius of the OAM 
propagation circle shown in Figure 1. And the transmit power is 
shown as 
 

𝜌𝜌 =  2𝑟𝑟2

𝑤𝑤2(𝑧𝑧)                                              (2) 

      
 
Figure 1 illustrates how OAM beam’s propagation occurs along the 
channel between the transmitter (𝑇𝑇𝑥𝑥) and the receiver (𝑅𝑅𝑥𝑥)  
 

 
 

Table I: SYSTEM PARAMETERS 
 
 

Transmitter-Receiver Distance (d) 0.1 m to 1 m 

Radius of OAM beam propagation 𝑟𝑟𝑦𝑦 

Transmit Power (𝑃𝑃𝑡𝑡𝑥𝑥) 10−4 

OAM Mode Index (𝐼𝐼) 2 

Bandwidth 104 

 

III. SIMULATION 
      As a proof-of-concept, we present the achievable data rate 
relative to the link range for different reliability constraints, 
i.e., the maximum bit-error-rate (BER) a system can tolerate. 
The simulation parameters are illustrated in Table I. As 
expected, as the link range increases, the achievable data rate, 
for the given reliability constraint, reduces. We make another 
important observation that the achievable data rate an OAM-

enabled IoT system can support for a given link range varies 
non-linearly with the BER requirements of the system. 
 

 
Figure 2. Achievable data rate relative to the link range for 
different BER requirements. 
 

IV. CONCLUSION 
      In this work, the OAM-based OWC for data transmission 
in IoT networks has been considered in terms of data rate and 
BER. Moreover, the impact of varying distances between the 
devices has been examined. Further research will be 
undertaken to obtain a more comprehensive understanding of 
the system model’s characteristics and performance by 
incorporating other essential parameters that have not been 
addressed in this work.  
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Figure 1. OAM-based OWC transmission 
system 
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Abstract—In this paper, we propose a novel approach for 
multiuser communication using the same orbital angular 
momentum (OAM) mode. Unlike previous studies that utilize 
different OAM modes for individual users, our approach allows 
multiple users to share the same OAM mode, thus increasing 
capacity. Instead of using different OAM modes for each user, 
we propose utilizing the Gouy phase to enable multiple users to 
transmit and receive using the same OAM mode. We analyze the 
feasibility of this approach through simulations and our results 
demonstrate the potential of multiuser OAM communication 
using the same OAM mode for increasing the capacity of optical 
communication systems. 

Keywords—Orbital Angular Momentum (OAM), multiuser, same 
OAM mode, Gouy phase.  

I. INTRODUCTION  
Optical communication systems have become increasingly 

important in recent years, driven by the growing demand for 
high-speed data transmission[1]. One promising approach to 
increase the capacity of optical communication systems is to 
use OAM, which involves transmitting data using optical 
beams with different OAM modes[2]. However, multiuser 
OAM communication presents some challenges. One of these 
challenges is the limited number of available OAM modes for 
practical OAM transmission systems. Another significant 
challenge is channel estimation for different OAM modes. 
The number of channels corresponding to all OAM modes is 
substantial, leading to a heavy overhead for channel 
estimation. Recovering the transmit signals corresponding to 
different OAM modes becomes challenging when the number 
of channels is relatively large[2]. 

In this paper, we propose a novel approach to multiuser 
OAM communication using the same OAM mode and the 
Gouy phase. Instead of using different OAM modes for each 
user, we utilize the Gouy phase to enable multiple users to 
transmit and receive using the same OAM mode. The 
feasibility of our proposed technique is demonstrated through 
simulations, and the results show that it is a promising solution 
for future multi-user OAM communication systems. 

 

II. SYSTEM MODEL 
As shown in Fig. 1, we consider the Gaussian wave for 

OAM generation. It is important to note that, for all the users, 
we use the Gaussian wave expression that corresponds to the 
same OAM mode index value, i.e., OAM Mode, 𝑙𝑙 = 1 . 
However, for each user in multiuser OAM transmission 

systems, we have different Gouy phase values. Using these 
different phase values for each user, we can identify them at 
the receiver. It means all users have the same OAM mode 
values but different Gouy phase values. We use Gouy phase 
value to detect the users (or their information/data/message/ 
signal). By varying these Gouy phase values, we can generate 
pulses that are distinguishable for different users. The same 
OAM mode is used for all users, which simplifies the 
implemen- tation of the system. 

                                                                                                    

Figure 1. Multiuser OAM Communication by exploiting the 
Gouy Phase Characteristics of the OAM-carrying beam (𝒍𝒍 = 𝟏𝟏). 

 

III. PERFORMANCE ANALYSIS 
When multiple users transmit in the same OAM mode, the 

signals can interfere with each other [3], leading to a reduction 
in system performance. We focus on calculating the cross-
correlation between users to assess the orthogonality of the 
OAM modes used by different users. Cross-correlation 
between users is given by [4] 

∅𝑥𝑥𝑥𝑥(𝑘𝑘) = ∑ 𝑥𝑥𝑗𝑗𝑦𝑦𝑗𝑗−𝑘𝑘 
min(𝑀𝑀−1+𝑘𝑘,𝑁𝑁−1)

𝑗𝑗=max(0,𝑘𝑘)
 , 

                         
          𝑘𝑘 = −(𝑀𝑀 + 1), … , 0, … , (𝑁𝑁 − 1)                   (1) 

 

where k is the lag, and ∅𝑥𝑥𝑥𝑥(𝑘𝑘) represents the cross-correlation 
of 𝑥𝑥𝑗𝑗 and 𝑦𝑦𝑗𝑗 at lag k. The summation is taken over all indices 
of j where both 𝑥𝑥𝑗𝑗 and 𝑦𝑦𝑗𝑗−𝑘𝑘are defined. The range of k is from 
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-(M-1) to (N-1), which ensures that all possible lags are 
considered. In the expression (1), the multiplication of 𝑥𝑥𝑗𝑗 and 
𝑦𝑦𝑗𝑗−𝑘𝑘 at each time index j and subsequent summation over all 
j, gives the measure of similarity between the two signals at 
lag k. 

                                     

Figure 2. Cross-correlation between different users. 

 

Simulation result of the cross-correlation relative to the lag 
between users are presented to evaluate the system 
performance. Figure 2 shows that the cross-correlation 
between the users is minimized when the OAM mode used by 
each user is orthogonal to the OAM modes used by all other 
users.  

IV. CONCLUSIONS 
In this paper, we have presented a multiuser OAM 

communication system that uses the same OAM mode for all 
users, which can increase the capacity of optical communica- 
tion systems. We have shown that by varying the Guoy phase 
values, we can generate pulses that are well separated and 
distinguishable for different users. Our result shows the 
potential of multiuser OAM communication using the same 
OAM mode for increasing the capacity of optical communic- 
ation systems. Future work could focus on improving the 
performance of the system by reducing noise and increasing 
the number of users in the system. 
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Abstract—A joint demodulation and mode comparison between
distinct signals using the longitudinal view of the vortex beam is
presented. This proposed technique is confirmed by identifying
different beams in a longitudinal two-dimensional image made
from the product of two different OAM Lagurre-Gaussian beams.
As future work, it will incorporate convolutional neural networks
to explore the utilization of OAM demultiplexing.

Index Terms—Free-space optical communication, Longitudinal
View, Neural network, Optical Vortices

I. INTRODUCTION

One of the essential properties of electromagnetic signals is
orbital angular momentum (OAM), which allows a high user
capacity and ensures high modulation capabilities. This vortex
beams (VB) feature enhances OAM-based communication in
free-space optical (FSO) settings by enabling Tbit/s speed rate
in transmission environment [1].

When Laguerre-Gaussian (LG) beams are used, the intensity
beam pattern displays a 2D image that utilizes an assortment
of OAM modes [2]. Demultiplexing and differentiating OAM
mode signals, however, are problematic issues that restrict the
detection range, speed, and distinguishing accuracy when the
product of two different Lagurre-Gausssian (pLG) beams is
exposed to atmospheric interference. To overcome these prob-
lems, researchers have proposed various approaches in order
to achieve high procedural efficiency of OAM demodulation
and mode comparison in an FSO environment [3], [4].

In this paper, a joint demodulation and mode separation
method based on the longitudinal view of the vortex beam with
perceptron is proposed for the FSO-OAM communication.
Section 2 presents the background of the LG beam. The results
are presented in Section 3. In Section 4, conclusions are drawn.

II. LAUGUERRE-GAUSSIAN BEAMS

A kind of radiated beam with high chromaticity which uses
an approximate Gaussian amplitude envelope is known as a
Laguerre-Gaussian (LG) beam. The ring-shaped asymmetrical
modes of the beam use Laguerre polynomials in dimensions
in order to solve the paraxial Helmholtz equation, resulting in
a Gaussian intensity profile in the horizontal plane.

When the Laguerre-Gaussian beam moves across the free-
space optical environment with a cylindrical axis, the vortex
beam will create an annulated intensity distribution along the

x-directional polarization on the +z vertical plane. However,
the longitudinal perspective is considered when the vortex is
structured with finite-difference time-domain (FDTD) method,
which covers a wide frequency range with a single simulation
run and naturally treats nonlinear material properties [5]. The
x component of scattering magnetic field H

(n+1/2)
s,x is located

at XY plane z = (ks − 1/2)∆z, when we assume the total
field/scattering field (TF/SF) interface is perpendicular to the
z axis. We denote (i, j, k), and t as the grid position indexes
along the x, y, z respective and the time instant, respectively.
Therefore, the x electric field component of the LG beam is:

E
(n)
LG(i+

1

2
, j, ks) = ELG,x[(i+

1

2
)∆x, j∆y, ks∆z, n∆t] (1)

Fig. 1. (a) A received two-dimension image with Gaussian noise and motion
filter added. (b) Resized image of received ones. (c) Resized Image filtered by
a graying filter. (d) Convolutional filter image with grayed filter and Gaussian
filter. These processes are made with the longitudinal image of the OAM
beams.

III. OAM MODE DETECTION AND ANALYSIS

Now, we describe the detection process and its analysis
for the simulation using longitudinal intensity profiles. As we
follow the identical simulation setting from [4], the overall
procedures will subsequently occur with the processes from
Fig. 1 (a) to Fig. 1 (d).

An ideal offset for each sample of data is considered with
twenty, sixty, eighty, and a hundred OAM data samples, using
the stable variable model to differentiate the number of OAM
data samples d and the offset number o. Note that the offset
means the mode difference between two beams which offers
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Fig. 2. Simulation results with 20 data samples. (a) o = 2. (b) o = 3.

Fig. 3. (a) Simulation results for d = 60 and o = 3. (b) d = 80 and o = 3.
(c) d =100, o = 3. (d) d = 100, o = 4.

a consistent delimitation. In Fig. 2, the two distinct optical
vertices are separated when o = 2 with the twenty samples.
However, the data of the two different beams are incomparable
due to a lack of training data.

As we increase the number of samples to sixty, the offset
of two cannot guarantee a stable decision boundary set. The
offset number needs to be increased to three, as shown in Fig.
3 (a). Fig. 3 (b) also demonstrates that o = 3 is an inadequate
number to establish a stable separation when d is eighty. When
the difference of the mode is three with a hundred samples, the
data of each beam intrude the decision boundary, as shown in
Fig. 3 (c). When the minimal offset is set to four, the decision
boundary is clearly set, as shown in Fig. 3 (d), which is found
to be an adequate offset number.

With the results presented, we can assume that the ideal
offset number changes as we increase the data set number;
so, it is important to investigate the aspect of the minimal
adequate number required for the size of the data samples.

IV. CONCLUSION

Our proposed joint demultiplexing has been verified, which
uses a machine learning method perceptron to separate the

individual OAM signals based on the intensity patterns of each
of the respective vortex beams. With the technique separating
the different modes with the longitudinal 2D pLG image, we
can find the adequate minimal offset with the number of data
samples we use. In theory, it is well anticipated that our work
will be compatible with OAM demultiplexing solutions.
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Abstract—The simultaneous transmission of multiple 
orthogonal beams using structured light has attracted a lot of 
attention for its potential to boost communications capacity. One 
of a kind is the orbital angular momentum beam, which has been 
used in several applications worldwide owing to its special 
qualities of a helical phase structure and doughnut intensity 
profile, which led to high transmission capacity and spectral 
efficiency. This paper reviews the fundamentals of orbital angular 
momentum and its current progress.  Then, the research 
challenges with regard to the use of optical angular momentum in 
optical wireless communications are discussed. 

Keywords—orbital angular momentum, optical 
communications, optical wireless communications 

I. INTRODUCTION 
The term "orbital angular momentum" (OAM) refers to a 

class of structured light beams, unique light fields with 
customized spatial structure and variable amplitude, phase, and 
polarization distribution [1]. OAM has been extensively 
explored in optical communications in terms of OAM 
modulation, multiplexing, and multicasting due to its unique 
characteristics of a helical phase structure and doughnut 
intensity profile [2]. These OAM properties may provide a 
helpful degree of freedom in the development of high-capacity 
and high-spectral-efficiency optical communication systems. 

In this paper, we first introduce the concepts of OAM in 
optical communications. Then, the recent research progress of 
OAM technologies in optical wireless communications along 
with the research challenges is discussed. 

II. CONCEPTS OF OAM IN OPTICAL COMMUNICATIONS 
Optical communications or more broadly electromagnetic 

communications involve different physical dimensions or 
degrees of freedom of electromagnetic waves (EM) to transmit 
data. While OAM optical communication is also a type of 
communication using EM waves to transfer data information, 
unlike conventional EM waves, the energy of OAM waves is 
focused within a circle [3]. 

In OAM, the light is coiled like a screw surrounding the 
propagation axis as shown in Fig. 1. The twisting feature causes 
the light waves to cancel each other out at the axis. The helical 

modes are identified by a positive or negative integer value of l. 
If l = 0, the mode is not helical, and the wavefronts are multiple 
disconnected surfaces. If l = ±1, the wavefront is formed as a 
single helical surface, with a step length equal to the wavelength 
λ. If | l | ⩾ 2, the wavefront is composed of | l | distinct but 
intertwined helices, with the step length of each helix surface 
equal to | l |λ. 

 

 

l =+2 

l =+1 

l = 0 

l = -1 

l = -2 

Fig. 1. OAM beam helical structures, phase fronts, and corresponding 
intensity distributions. 

In theory, OAMs can exist in an endless number of states in 
free space, increasing the data transmission rate in the medium. 
This feature also allows for multiplexing and a limitless channel 
capacity. Since beams with distinct OAM states are orthogonal, 
data from multiple users can be transmitted at the same time. At 
the receiver, each orthogonal channel can be completely filtered 
and decoded. OAM supports several users concurrently without 
multiuser disruption. Multilevel modulation can be used for 
OAM states, resulting in a huge constellation size and good 
spectrum efficiency. 
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III. RESEARCH ON OAM IN OPTICAL WIRELESS 
COMMUNICATIONS AND ITS CHALLENGES 

Modulating, multiplexing, and multicasting data information 
are common methods of optical communications that use 
distinct physical dimensions of photons, and so does OAM 
optical communication. OAM modulation refers to data 
information encoded by various OAM beams, in which data 
information is directly encoded by time-varying OAM states. A 
few works on OAM modulation for free-space optical system 
has been demonstrated since 2004, involving spatial light 
modulators [4], high-speed OAM modulation [5] and spatial 
array modulation [6]. For OAM multiplexing, when carrying 
distinct OAM values, multi-channel data information modulated 
by other physical dimensions like as amplitude and phase can be 
distinguished from one another, i.e., different OAM beams are 
employed as independent carriers to transport different data 
information. OAM multiplexing technique is applied in a few 
studies regarding ultra-high spectral efficiency [7] and real-
world long-distance application scenario [8]. On the other hand, 
OAM multicasting duplicates data information into multiple 
copies (carrying different OAM values) for multiple end users 
(i.e., one-to-many communications) [9]. 

In optical wireless field, the terahertz OAM (THz-OAM) 
beam has been used to accommodate the ever-increasing 
wireless capacity by combining THz radiation and OAM 
technologies [10]. THz technology can provide high speed 
wireless communication with large available bandwidth, while 
OAM technology can increase the capacity of a communication 
system by multiplexing several orthogonal modes. The 
convergent THz-OAM technology has significant potential for 
next-generation communication systems, but some limitations 
must be solved before this technology can be realized, such as 
deployment cost due to expensive THz devices and large OAM 
generation and detection components size. 

Fig. 2 (a) A typical configuration for generating a mode before aberrating it 
through turbulence. (FL: Fourier Lens; SLM: Spatial Light Modulator). 
Holograms for (b) strong (top, SLM) and (c) weak (bottom, DMD) turbulence 
with and without gratings. (d) Phase and intensity of l =3 beams through the 
setup for strong (top panel) and weak (bottom panel) turbulence strengths [11]. 

Furthermore, atmospheric turbulence is a key obstacle for 
optical wireless communications based on OAM, as it affects 
inter-model crosstalk between distinct OAM beams, leading to 

OAM detection difficulties [11], as shown in Fig. 2. Spatial 
modes of OAM beams are susceptible to distortion and are 
adversely disturbed by air turbulence. Scattering of one mode 
into another adds noise to a quantum connection, lowering 
security. Extenuating this challenge remains an open topic that 
is being thoroughly researched, both in the laboratory and in the 
field. 

IV. CONCLUSION 
The ideas of OAM have been briefly described in this paper, 

along with its unique features, modulation, multiplexing, and 
multicasting strategies. As long as the research challenges are 
overcome, the application of OAM in optical wireless 
communications holds great potential for next generation 
communications. 
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Abstract—By integrating the Explainable AI (XAI) into Marine
cyber defense systems, the lack of trustworthiness, and low
interpretability of complex black box Intrusion Detection Systems
(IDS) models can be satisfied. XAI is a key focus, especially
in achieving a Zero trust cybersecurity strategy in Marine
communication networks. In this article we develop an IDS
framework that detects different kinds of network attacks, using
a publicly available 2023 Edge-IIoTset dataset, achieving an
average accuracy of 95% and leveraging an explainability algo-
rithm (SHAP), for better explainability of the proposed model’s
prediction output thereby satisfying the systematic justification
of interpretable and trustworthy IDS models.

Index Terms—Cyber Security, Explainable AI, Maritime Se-
curity, encryption, Zero Trust.

I. INTRODUCTION

MAritime network traffic management has become an
essential task for the Maritime industry due to con-

nected Internet of things (IoT) sensors that collect and transmit
various kinds of benign and anomalous network traffic [1].
To mitigate Marine cyberattacks, adopting a zero-trust model
would enable security experts to classify, interpret, and gain
a better understanding of artificial intelligence (AI) informed
intrusion detection systems as illustrated in Fig. 1.

Data
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Data
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Maritime
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NIDS model explainability

Zero Trust perimeter defense 

Fig. 1. Sequence diagram of the Zero trust perimeter defense strategy
for Marine networks, with insight-driven feedback using an Explainable AI
Network Intrusion Detection (NIDS) model.

A Zero Trust cybersecurity strategy adopts the “trust no one,
verify everything” principle, to authenticate network users,
encrypt data communications, and mitigate threats just-in-
time [2]. Within this strategy, various perimeters of security

measures are layered to prevent or slow the advance of an
attacker who may aim at tampering with the confidentiality,
integrity, and availability of a system. The Marine industry,
suffers various kinds of security breaches, in the form of
Denial of Service attacks (DDoS), fake distress calls, and
malware attacks [3] To mitigate against Shore-based cyber-
attacks, intrusion detection systems (IDS) have been employed
by various researchers as a layer of the zero-trust model, to
differentiate malicious alerts, traffic types, and vulnerability
scanning [4] from benign communications.

In Ship communications, an IDS can effectively perceive,
access, and relay generated traffic data of vessel commu-
nications and forbid flagged anomalous activities using AI
algorithms [5]. Different threat types that exist in Marine
networks may be categorized as intentional or internal and
can be targeted towards Marine logistics and navigation, using
sophisticated malware types [6]. Thus, there has been a need to
adopt progressive solutions which provide increased defense
against growing cyber attacks in Marine communications.

As Marine IDS rely on AI algorithms, an Explainable AI
(XAI) approach provides a better understanding of the “why,
what, and how” of classification algorithms, and their results
since many of them are too complex for human understanding
(opaque) [7]. Additionally, most predictions are partial in
nature, consider only the accuracy, and do not judge models
based on increased transparency. Marine IDS in the same
regard also need to be explainable, trustworthy, and resilient
against threats, to attain better organizational goals.

Motivation - Previous research on cyber resilience for
Marine networks using AI algorithms, has not considered
explainable methods which can provide transparency for pre-
dicting Marine threats and mitigation. By ignoring model
explainability, a lack of better validation of classification
results may be missing and thus can be linked to the growing
rate of false alarms and attacks in Marine networks. Also,
debugging the robustness and knowledge discovery of AI-
proposed models seems to be missing by not leveraging
different explainability methods.

Contribution - This paper’s contributions are two-fold:
• This paper adopts a fine-tuned Light Gradient Boost

decision tree classifier, for efficient and adaptable IoT
Marine network traffic classification.

• An exploration of the SHapley Additive exPlanations
(SHAP) explainability method is employed for the pro-
posed IDS classification algorithm. The visual plots pro-
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vided yields more insights towards the prediction output
of the AI model, for Maritime cyber resilience.

II. RELATED WORK

Previous research has been made in the field of IDS
for secure Marine network operations. A Federated learn-
ing approach for Marine IDS was investigated by authors
in [5]. Their federated learning technique was designed to
save computing and storage overhead, with an accuracy of
87%, 500 rounds of training, and using the old NSL-KDD
dataset. Another work in [8] proposed an intrusion detec-
tion for hydrographic station networks with a hybrid CNN
and BiLSTM method, using the NSL KDD dataset, while
obtaining an F1-score of 87.35%. Although their approach
was effective in identifying deep features, the low accuracy
of their results can not be ignored, putting into consideration
efficiency requirements and the need for low false positive
rates required for a zero trust model in Marine networks.
Authors in [9], proposed a CVAE-GAN-based approach to
process the imbalanced NSK-KDD dataset for IDS in Marine
networks. Within their approach, a data generation module was
initiated to improve minority class samples, using the OPTICS
denoising algorithm. The authors’ classification accuracy of
their proposed data augmentation method yielded a micro-
average ROC accuracy curve of 95% with 5 classes of network
traffic.

These approaches did not consider model explainability
regarding proposed models, as there has been a great demand
for the explainability and trustworthiness of these models.
Within the context of Zero Trust IDS for Marine security at
the network layer, AI-based decisions should be continuously
questioned and evaluated to improve their ability, integrity, and
benevolence- meaning the extent to which the AI decisions are
not self-harmful [10].

III. METHODOLOGY

Marine communications protocols (using TCP/IPV6), have
been associated with many cyber threats as they interact with
the outside world [11]. Fig. 2 explains the overall system
model of the proposed intrusion detection framework. This
paper suggests that attackers can breach the confidentiality,
availability, and integrity of organizational data, and various
communication nodes in marine networks. Since previous
research using AI methods has been able to successfully pre-
dict normal and benign attacks, current cyber-risk prevention
methods now demand more for XAI-based IDS. This section
highlights a stage-by-stage and efficient ML-based IDS with a
visual explainability method- SHAP for AI-based Marine IDS.

Implementation Environment: The IDS framework was
carried out using the sci-kit learn library, which provides tree-
based APIs. The experiment was run on Jupyter Notebook with
an Intel(R) Core(TM) i3-7100 CPU @ 3.90GHz, and RAM
8.00 GB.

A. Dataset Description and Pre-processing

The publicly available Edge-IIoTset dataset [12] satisfies
modern TCP/IPV4/6 IoT and IIoT applications. This dataset
contains network traffic of DoS/DDoS, Information gather-
ing, Man in middle attacks, Injection attacks, and Malware
attacks, suitable for the proposed IDS model. A good un-
derstanding of network traffic features informs our selection
of 12 important features. Data preprocessing, and cleaning
is critically performed to remove outliners, missing values
and NAN values. The relevant training features are employed
for the multi-class classification task. Full code and dataset
prepossessing code is available in the provided GitHub link:
https://github.com/nkoro/SHAP Marine IDS

Machine 
Learning 
Model

Data 
Handling

Classification 
Result

Network traffic 
Dataset

Intrusion 
Detection 

System

Explainable 
Machine 
Learning

Attacker

Model driven 
explanations 

Marine 
Communication

Fig. 2. System model, showing an explainable machine learning approach for network intrusion detection in Marine networks.
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B. Light Gradient Boost Classifier

Light gradient boosting (LGBoost) is a widely used decision
tree algorithm incorporated for classification tasks due to its
precise, fast, and efficient features. The optimal parameters
selected are represented in Table I. In general, the LBGoost
algorithm maximizes parallel learning and voting for speeding
up the learning process and grows leaves by dividing the leaf
nodes with an optimization technique of an arbitrary differen-
tiable loss function. A summarized loss function equation of
the XGBoost model is shown below:

Fm(x) = Fm−1(x) + γmhm(x) (1)

γm = argminγ

n∑
i=1

L(yi, Fm−1(xi) + γhm(xi)). (2)

TABLE I
OPTIMAL PARAMETER VALUES OF THE PROPOSED MODEL

Parameters Value
Total Features 12
n-estimators 100
random state 42
bagging frequency 5
bagging fraction 0.75
cross-validation 10 k-fold

IV. PERFORMANCE EVALUATION

A. Evaluation Metrics

In terms of F1-Score, average accruacy in Table II precision,
recall, and computation time, the confusion matrix in Fig. 3
and full github code results, summarizes the performance of
the Lgb classifier. The F1-score of the multiclass classification
results (Backdoor, DDoSHTTP, DDoSICMP, DDoSTCP, DDo-
SUDP, Normal, PortScanning, Ransomware, SQL injection,
Uploading Vulnerabilityscanner, XSS) yielded were 99%, 87%,
86%, 100%, 94%, 100%, 95%, 92%, 93%, 99%, 91% with a
computation time of 71 seconds, and 2.4 ms per sample.

Following the requirements of robust, efficient, and timely
detection of intrusions for Marine systems, table II presents
a comparison of previous approaches using a recent traffic
dataset that reflects modern-day attack scenarios as compared
to the NSL KDD dataset which still suffers from adaptability
issues in modern, real-world scenarios. Furthermore, the de-
centralized model training method using Federated Learning
(FL), as explored in [5], is computationally expensive and does
not yield increased accuracy against anomaly attack prediction
as compared to deep learning methods in [8], [9], using the
same NSL-KDD dataset. The proposed approach in this paper
adopts contemporary measures against cyber attacks in terms
of increased accuracy, timely detection, and increased number
of anomaly samples/classes using a more recent dataset.

Fig. 3. Showing the confusion matrix of the multi-class traffic type classifi-
cation.

TABLE II
AVERAGE ACCURACY IN TERMS OF ACCURACY, ATTACK CLASSES, AND

USING THE 2022 EDGE-IIOTSET DATASET

Method No. of classes Avg. Accuracy Dataset

Federated Learning [5] 5 87 NSL-KDD (2009)
CNN/BiLSTM [8] 5 87.35 NSL-KDD
CVAE-GAN [9] 5 95 NSL-KDD
Proposed method 12 95 Edge-IIoTset (2022)

B. Model Explainability with SHAP

The SHAP explainability method is a cooperative game
theory method introduced by authors in [13], which basically
provides the marginal value of contributions made by a feature
or subset of features within a model’s prediction. Since most
models with large data are black-box in nature, the SHAP
method addresses the issue of clarity and reason for model
predictions. SHAP values can be calculated by the equation
provided below:

Øi(f, x) =
∑
z′⊆x′

|z′!|(M − |z′| − 1)!

M !
[fx(z

′ − fx(z
′)i)] (3)

where M is the total number of features, Øi denotes the
shapely value for feature i, in model (f), with input data points
(x). z′, fx(z′)i) represents the model output with and without
target feature. This paper adopts the SHAP importance plot to
visualize the test data.

As shown in Fig. 4, the various network traffic features
are ranked based on their average impact on the model,
thus providing various insights like model debugging, feature
selection, feature engineering, clearer explanations, and the in-
dividual feature importance for model prediction. For instance,
if the tcp.srcport is randomized to have no prediction power
in the model, this action will force a low accuracy and overall
model performance. Another adopted plot in Fig. 5 shows a
sample data prediction and its most important features that
contributed to the prediction output. In this visualized plot,
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the feature values highlighted in red within the range > -0.03
are weighted important features that contributed to the single
prediction of the multiclass network traffic type output. The
tree black box model is better understood in this plot, thus
we can rely on and transparently attribute training features for
better understanding and improved model classification.

Fig. 4. SHAP feature importance on model output, with test data

Fig. 5. SHAP contribution for one sample data prediction

V. CONCLUSION
The development of explainability approaches for black box

AI models in the context of Zero-trust Marine security has
been driven by the relevance of accuracy, transparency, and
interpretability in IDS. This paper developed and evaluated
a SHAP-based method that evaluates the explainability of an
LGBoost algorithm for intrusion detection in marine networks.
Future directions that would be worth exploring include reduc-
ing the time complexity of SHAP processes to enable faster
and more efficient model interpretability. Investigating the
explainability of deep learning and federated learning models
should also be considered.
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Abstract—This paper presents a historical data-aware ap-
proach aimed at improving the longevity of IoT sensor data
by incorporating deep learning techniques for sensor data pre-
diction. In contrast to previous studies that focused primarily
on enhancing prediction accuracy using deep learning models,
this paper highlights the significance of both prediction accuracy
and energy efficiency. An LSTM model is developed, utilizing
various variations of historical data look-back as input for
generating sensor predictions. The simulation results demonstrate
that utilizing a total of 8 historical data points yields superior
model performance with a coefficient of determination of 95.66
compared to other variations. Additionally, an experimental test
is conducted to assess the energy efficiency of utilizing different
look-back data.

Index Terms—Data prediction, deep learning, historical data,
internet of things

I. INTRODUCTION

The Internet of Things (IoT) facilitates the connection be-
tween microcontrollers and sensors, enabling them to monitor
environmental conditions and communicate over networks [1].
The adoption of IoT technology has led to over 50 billion
connected devices, with a projected increase to 200 billion
by 2030 [2]. The energy consumption of IoT devices is
directly influenced by the number of operations they perform,
including data sensing, logging, transmission, and transients.

Among the IoT device operations, data transmission con-
sumes the most energy, making it vital to minimize the number
of transmissions for device longevity. Retransmission often
occurs during high network loads or collisions, leading to
reduced device availability [3]. Artificial Intelligence (AI),
including Machine Learning (ML) and Deep Learning (DL),
has been utilized to enhance performance across various
domains, including data prediction for IoT sensors. DL-based
data prediction has shown promising results in estimating
missing sensor data caused by transmission collisions [4].

Shu et al. proposed an energy-efficient dual prediction
scheme using the LMS algorithm and LSTM network [5].
Guzel et al. utilized an adaptive-network-based fuzzy inference
system and LSTM network to predict sensor data [6]. Cheng
et al. introduced a bidirectional LSTM-based data prediction
approach leveraging values from other sensor nodes [7].
While these studies focused on improving prediction accuracy,
the overall energy savings of sensor nodes were not fully
considered. Therefore, this study incorporates simulation and

Fig. 1. Sensor data prediction employing various look-back mechanisms.

implementation results to evaluate the prediction performance
of sensor data, addressing the gap in considering both accuracy
and energy efficiency. The key contributions of this paper are
summarized as follows:

• Assess the performance of the deep learning (DL) model
by employing different methods of incorporating histor-
ical data, aiming to enhance prediction outcomes across
multiple performance metrics.

• Compute and compare the overall energy efficiency at-
tained by adopting sensor data prediction techniques.

II. PROPOSED SYSTEM

An extended version of the gated recurrent unit (GRU)
network, known as the long short-term memory (LSTM)
network, is well-suited for time-series data forecasting or
regression tasks. The LSTM network consists of three distinct
gates: the input gate, forget gate, and output gate. These
gates employ sigmoid and tanh activation functions to extract
relevant features from the input data. The operations performed
by the gates within the LSTM network can be expressed as
follows:

it = σg (Wi xt + Ui ht−1 + bi) , (1)

ft = σg (Wf xt + Uf ht−1 + bf ) , (2)

ot = σg (Wo xt + Uo ht−1 + bo) , (3)

The input gate equation at time t is denoted by equation (1),
while equations (2) and (3) represent the forget gate and output
gate equations, respectively.

The input data used in the LSTM model is of utmost
importance in achieving accurate prediction results. Utilizing
preprocessed data, as opposed to raw data, can significantly en-
hance prediction accuracy. Fig. 1 illustrates the data prediction
technique utilizing historical data. For instance, LB − 2 and
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TABLE I
COMPARATIVE ANALYSIS OF PERFORMANCE ACROSS DIFFERENT VALUES OF HISTORICAL DATA LOOK-BACK.

LSTM 1D-CNN
LB-1 LB-2 LB-4 LB-8 LB-16 LB-32 LB-64 LB-128

RMSE 0.3573 0.3096 0.2740 0.2790 0.3217 0.4286 0.4726 0.5777 0.3620

MAE 0.3034 0.2618 0.2260 0.2252 0.2563 0.3631 0.3922 0.4549 0.3068

MAPE 1.2923 1.1166 0.9620 0.9563 1.0841 1.5595 1.6722 1.9158 1.3058

R2 0.9261 0.9445 0.9566 0.9549 0.9401 0.8397 0.8706 0.8064 0.9241

LB− 8 require two and eight actual data points, respectively,
to generate the prediction. The length of historical data, or the
quantity of past data, is another critical factor in improving the
data estimation process. However, selecting an inappropriate
number of past data points can result in underfitting or
overfitting of the model. Hence, this paper evaluates different
amounts of historical data as inputs for the DL model. The
variations in the quantity of past data are conducted using a
geometric sequence approach, following the given formula:

LB = ar(n−1) , (4)

The formula given in equation (4) calculates the number of
historical data (LB) considered in the evaluation process. In
this equation, a represents the initial term, which is set to 1,
and r represents the common ratio, which is set to 2. Using
this formula, the number of historical data is adjusted and
determined as LB = 1, 2, 4, 8, 16, 32, 64, 128.

III. RESULTS AND DISCUSSION

The comparison of overall performance among different
values of historical data look-back and the 1D-CNN model
is presented in Table I. A total of eight variations of look-
back values were assessed, and in terms of RMSE, the LSTM
network with LB−4 achieved the lowest error value of 0.2740,
closely followed by LB − 8 with 0.2790. In relation to the
MAE performance metric, the minimum error was observed
with LB − 8 and LB − 4, with values of 0.2252 and 0.2260,
respectively. It is important to note that a simple increase in
the number of look-back data does not guarantee improved
prediction results. Insufficient values can lead to underfitting,
while excessively large values can result in overfitting. There-
fore, careful consideration of the selection of look-back data
in the LSTM network is advisable to maximize the model’s
performance. Moreover Fig. 2 illustrates the energy efficiency
using different look-back data. The findings indicate that the
utilization of data prediction resulted in an overall efficiency
improvement of around 4685 rounds or 20%. Reducing the
number of historical data to LB-1 or LB-2 has the potential
to enhance energy efficiency.

IV. CONCLUSION

This study presents the utilization of historical data-aware
for sensor prediction to prolong the lifespan of IoT devices.
Historical data variation of the LSTM network is evaluated to
obtain the best input configuration. The results demonstrate
that data prediction can enhance the network’s lifetime by

Fig. 2. Total rounds comparison between traditional transmission and network
with data prediction.

up to 20% with LB-4 and 11% with LB-8 while minimizing
prediction errors. The selection of historical data significantly
impacts the accuracy of predictions, underscoring the impor-
tance of careful consideration in sensor data prediction.
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Abstract—Driven by 6G networking, Edge Intelligence (EI)
makes the most of the widespread edge resources to gain Artificial
Intelligence (AI) insight. Future time-critical and data-intensive
applications need distributed AI (DAI) and analytics solutions on
the Edge computing platforms to enable EI from small devices
to whole industrial factories. To deal with critical challenges of
DAI implementation such as communication reliability, resource
constrains and heterogeneity of edge devices, and dynamic nature
of edge computing environment, the integration of digital twin
(DT) technology is important to form an efficient framework.
With this framework, efficient DT models are developed for edge
devices, edge servers, and edge networks to predict the states of
physical entities using probabilistic graphical models (PGMs) and
machine learning (ML) algorithms, especially Generative Adver-
sarial Network (GANs). This paper introduces the perspective for
develop a framework to create the DT models for edge computing
using GAN.

Index Terms—Edge Computing, Digital Twin, Distributed AI,
Edge Intelligence, Industrial IoT, 6G Networking, Generative
Adversarial Network (GANs), Probabilistic Graphical Models
(PGMs).

I. INTRODUCTION

In recent years, the rise of edge computing has revolution-
ized the way we process data and perform complex computa-
tions. Enabled by 6G networking technology, edge computing
has emerged as a promising ubiquitous and pervasive comput-
ing solution for IoT-connected devices to fulfill the require-
ments of 5G mobile networks. Fundamentally, edge computing
supports to provide the low-latency computing services by
offloading computation tasks to the nearby edge servers [1].
As edge devices become more powerful and ubiquitous, they
are increasingly being used to run artificial intelligence (AI)
algorithms at the edge of the network, allowing for faster
and more efficient processing of data [2]. As a result, edge
intelligence paradigms has been emerged to provide various
intelligent service and applications [3].

Distributed AI refers to the use of multiple, interconnected
devices and systems to perform AI tasks. Rather than relying
on a single centralized processing unit, distributed AI systems
are designed to distribute the processing load across a network
of edge devices, cloud servers, and other connected systems.
This approach can offer numerous advantages over traditional
centralized AI, including improved scalability, fault tolerance,
and reduced latency. Additionally, distributed AI can enable

the creation of intelligent, autonomous systems that can op-
erate in real-time, even in environments with limited connec-
tivity or computational resources. As such, distributed AI has
the potential to revolutionize a wide range of industries, from
manufacturing and logistics to healthcare and transportation.

However, designing a DAI solution is still challenging in
the large-scale edge computing system mainly due to the
resource constrains and heterogeneity of edge devices and edge
servers, the network size, and dynamic nature of edge com-
puting. Edge devices typically have limited processing power,
memory, and energy resources, which makes it challenging
to implement complex AI algorithms on them. Therefore,
the AI models must be optimized to work efficiently on
edge devices. In addition, in a distributed AI system, edge
devices need to communicate with a centralized server or
other edge devices. However, communication latency can be
a significant bottleneck, especially when dealing with real-
time applications. Furthermore, the reliability of the network
connecting edge devices can also be a challenge. The network
may be unreliable, or edge devices may lose connectivity,
leading to data loss or delays.

Recently, both the academia and industry have shown
great interest in developing and applying digital twin (DT)
technology for intelligent resource allocation and network
management in the edge computing systems [4]. By using DTs
to simulate edge devices and their behavior, it is possible to
create distributed AI systems that can be trained and optimized
in real-time, without the need for a central processing unit. In
this context, DTs can serve as a bridge between the physical
and digital worlds, allowing for the creation of intelligent, au-
tonomous systems that can operate independently at the edge.
This approach has numerous potential applications, ranging
from autonomous vehicles and smart factories to healthcare
and energy management. Overall, the use of digital twins
for distributed AI in edge computing represents a promising
avenue for advancing the field of AI and unlocking new possi-
bilities for intelligent systems in a wide range of industries. In
these regards, this paper introduces an framework integrating
the DTs and edge computing to support the efficient and robust
implementation of DAI solutions in industrial IoT applications.
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II. DTS FOR EDGE COMPUTING

A DT is a digital representation of a physical product,
and process with required accuracy and fidelity to simulate,
and predict the physical performance, thus supporting the
optimized decisions as shown in Fig. 1.
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Fig. 1. DT modeling and features

When combined with edge computing, DTs can offer even
greater benefits. There are existing related works proposing
the optimal offloading in the MEC (Mobile Edge Computing)
systems with the assistance of DT. For example, the DT is used
to provide the estimated states of edge servers and training
data to the centralized base station to derive the optimal
offloading solution that minimize the offloading latency while
maintaining the acceptable long-term migration cost. In [5],
the DT supports UEs to select high-quality MEC servers,
thus the offloading is efficient in term of energy consumption
and latency. Similarly, the optimal server selection is derived
by the assistance of DT in [6] through a set of iterative
optimization processes. The paper [7] proposes a digital twin-
empowered mobile edge computing (MEC) framework for
intelligent vehicular lane-changing. The framework involves
using DTs to model the road conditions and vehicle dynamics,
which are used to predict the best lane-changing decisions for
the vehicle. The MEC is used to enhance the performance
of the digital twin-based lane-changing system by offloading
some of the computational tasks to a nearby server. The
proposed framework is evaluated using real-world vehicular
data, and the results show that the digital twin-empowered
MEC system achieves higher accuracy and efficiency com-
pared to traditional approaches. The authors conclude that the
use of digital twins in combination with MEC can significantly
enhance the functionality and performance of intelligent vehic-
ular systems, opening up new possibilities for the design and
implementation of future intelligent transportation systems.

III. AI-ENHANCED PREDICTIVE DTS

A. DT Modeling

Despite their potential, the development of DTs is still very
challenging, since it requires the collaboration of experts in
multiple fields and the use of robust and affordable compu-
tational tools, able to integrate multiple physics as well as

diverse solving technologies. The kind of resources that are
only available to original equipment manufacturers (OEMs)
or Tier-1 manufacturers [8].

However, predictive DT models can be built by machine
learning (ML) and data analytics approach fed the historical
data of physical entity, and probabilistic graphical models
(PGMs) to accurately estimate the future states and perfor-
mance of physical entities [9], [10].

As illustrated in Fig. 2, a PGM is constructed as a formal
mathematical representation of a digital twin and its associated
physical asset [11]. The declarative and general nature of the
proposed DT model make it rigorous yet flexible, enabling its
application at scale in a diverse range of application areas.
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that define the computational models
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Fig. 2. An example of PGM.
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When fed with the historical data of physical entities,
machine learning algorithms can be developed to create the
efficient DT models for physical twins [12] (Fig. 3).

IV. GENERATIVE ADVERSARIAL NETWORK
(GAN)-BASED DTS

GANs are a type of deep neural network that are used to
generate new data that is similar to a given set of training
data. To create digital twins using GAN, you need to follow
the following steps:

129



• Data Collection: Collect high-quality data from the phys-
ical twin in the form of images, videos, and sensor data.

• Data Preprocessing: Clean, preprocess, and normalize the
collected data.

• GAN Training: Use the preprocessed data to train a GAN
model. In this step, the generator network of the GAN
learns to generate new data that is similar to the training
data, while the discriminator network learns to distinguish
between real and fake data.

• Digital Twin Generation: Once the GAN model is trained,
use the generator network to generate new data that
represents the digital twin.

• Validation and Refinement: Validate the generated digital
twin data against the physical twin data and refine the
model accordingly.

• Deployment: Deploy the digital twin model to simulate
the behavior of the physical twin and use it for various ap-
plications, such as predictive maintenance, performance
optimization, and fault detection.

V. SUMMARY

To deal with critical challenges of DAI implementation
such as communication reliability, resource constrains and
heterogeneity of edge devices, and dynamic nature of edge
computing environment, the integration of digital twin (DT)
technology is important to form an efficient framework. With
this framework, efficient DT models are developed for edge
devices, edge servers, and edge networks to predict the
states of physical entities using probabilistic graphical models
(PGMs) and machine learning (ML) algorithms. In particu-
larly, to implement DAI solutions efficiently, the developed
DT models must predict and estimate the states of physical
entities accurately enabled by the power of AI. This docu-
ment introduces the perspective for develop a framework to
implement AI algorithms on AI chips to create the predictive
DT models.

VI. FRAMEWORK OF AI-ENHANCED PREDICTIVE DT
IMPLEMENTATION ON CHIPS

The Snapdragon Neural Processing Engine (SNPE) is a
Qualcomm Snapdragon software accelerated runtime for the
execution of deep neural networks. With SNPE, users can:

• Execute an arbitrarily deep neural network
• Execute the network on the Snapdragon CPU, the Adreno

GPU or the Hexagon DSP.
• Convert Caffe, Caffe2, ONNXTM and TensorFlowTM

models to a SNPE Deep Learning Container (DLC) file
• Quantize DLC files to 8 bit fixed point for running on

the Hexagon DSP
• Debug and analyze the performance of the network with

SNPE tools
Model training is performed on a popular deep learning

framework (Caffe, Caffe2, ONNX and TensorFlow models are
supported by SNPE as illustrated in Fig. 4.

After training is complete the trained model is converted
into a DLC file that can be loaded into the SNPE runtime.

Fig. 4. DT modeling by ML and PGM

This DLC file can then be used to perform forward inference
passes using one of the Snapdragon accelerated compute cores.

The basic SNPE workflow consists of only a few steps:
• Convert the network model to a DLC file that can be

loaded by SNPE.
• Optionally quantize the DLC file for running on the

Hexagon DSP.
• Prepare input data for the model.
• Load and execute the model using SNPE runtime.
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Abstract—Proton-exchange membrane fuel cells (PEMFC) 
gasket material degradation is a concern in electric vehicles 
because it can lead to leaks of hydrogen fuel, which is highly 
flammable. This can be caused by exposure to high 
temperatures and pressures, as well as exposure to hydrogen 
fuel itself. Results showed that the LSR material outperformed 
the EPDM material, with lower average RMSE and MAE 
values of 0.3% and 0.25%, respectively, compared to the 
EPDM values of 0.5% and 0.75%, respectively 

Keywords—accelerates aging, FEM, PEMFC, polynomial 
regression, machine learning 

I. INTRODUCTION (HEADING 1) 
Hydrogen fuel cells, of which proton-exchange membrane 
fuel cells (PEMFC) are a type, have been researched as a 
potential clean energy source because they produce only 
water vapour as a byproduct. The gasket material for 
hydrogen fuel cells is a crucial component in ensuring the 
safe and efficient operation of the fuel cell system. Overall, 
these gasket materials/sealants have excellent chemical and 
physical properties that make them suitable for hydrogen 
fuel cell applications. EPDM and silicon rubber are known 
for their flexibility and durability, fluoroelastomers for their 
chemical and high-temperature resistance, and PTFE for 
their chemical and high-temperature resistance. Hydrogen 
fuel cells operate at high temperatures and pressures and are 
exposed to harsh chemicals and gases. Therefore, selecting a 
gasket material that can withstand these conditions without 
degrading over time is essential. Interestingly, we have 
designed a degradation framework considering tensile 
testing and accelerated aging techniques in selecting the best 
material for the hydrogen fuel cell. 

II. MATERIAL SELECTION FRAMEWORK  

A. Selecting a Template (Heading 2) 
Selecting the suitable gasket material is crucial in ensuring 
the reliable and efficient performance of a Proton Exchange 
Membrane Fuel Cell (PEMFC). Following these steps, you 
can create a PEMFC gasket material selection framework to 
help you select the best gasket material for your specific fuel 
cell application. During FEA simulations, contact pressure 
and von Mises stress are calculated based on the 
component’s material properties, loads, and geometric 
characteristics. The results of these simulations 277 

can be used to make informed design decisions and improve 

the performance and reliability of the component. The 
Figure 2 explains the breakdown process for the gasket 
materials and decision-making paradigm.  

 

III. NON-LINEAR REGRESSION PERFORMANCE METRICS 
Regression metrics are used to evaluate the performance of 
a regression model, which predicts a continuous numerical 
output variable based on one or more input variables. Mean 
Absolute Percentage Error (MAPE) measures the average 
percentage difference between the predicted and actual 
values. R-Squared (R2): This measures the proportion of 
variance in the output variable that the model explains. It 
ranges from 0 to 1, with higher values indicating a better fit. 
Root Mean Squared Error (RMSE) is the square root of the 
MSE and provides the mean error in the same units as the 
output variable. The average absolute difference between 
the predicted and real values is measured by mean absolute 
error (MAE). 

 

Figure 1 PEMFC Material Selection Flowchart 
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Figure 2 RReeggrreessssiioonn  mmeettrriiccss  ffoorr  EEPPDDMM  aanndd  LLSSRR  

PPEEMMFFCC  mmaatteerriiaallss  ccoonnssiiddeerriinngg  aaggiinngg  ccoonnddiittiioonnss 

 
Figure 3 Regression metrics for EEPPDDMM  aanndd  LLSSRR    

PPEEMMFFCC  mmaatteerriiaallss  ccoonnssiiddeerriinngg  tteennssiillee  ccoonnddiittiioonnss 
 

Figure 2 shows the regression assessment plot considering 
the aging conditions deployed to the PEMFC gasket 
material. Subsequently, we tried to check to performance 
metrics of the EPDM and LSR material considering uniaxial 
tensile conditions. Figure 3 gives insight to the regression 
metrics analysis under uniaxial tensile conditions for the 
gasket materials. The LSR material had the least RMSE 
value of 0.30% compared to the EPDM material with RMSE 
value of 0.50%. However, under the MAE assessment, both 

PEMFC gasket material under consideration had the same 
average value of 0.50% considering the tensile conditions. 
Overall, the LSR gasket material is a suitable gasket 
material in terms of the decision framework analysis 
considering both the aging and tensile conditions which is 
enough paradigm in choosing the right material. 

IV. CONCLUSIONS 
This study showed that EPDM and LSR have suitable 
mechanical properties for PEMFC gasket applications. 
However, the FEA analysis revealed that LSR is more 
resistant to von Mises stress than EPDM, making it the 
better choice for higher-pressure applications. The LSR 
material had the lowest RMSE value of 0.30%, indicating 
higher accuracy compared to the EPDM material, which had 
an RMSE value of 0.50%. Additionally, the LSR gasket 
material had a significantly lower average MAE value of 
0.25%, compared to the EPDM material with an average 
MAE value of 0.75%. These findings suggest that LSR is a 
better material for PEMFC gaskets under aging conditions, 
and could potentially improve the performance and 
durability of fuel cells. Further research could investigate 
the long-term effects of using LSR gasket materials in fuel 
cells to validate these results.  
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Abstract—Maritime activities have been rapidly conducted
for economic development. To support maritime devices used
in these activities to reduce consuming energy, mobile edge
computing (MEC) is combined with unmanned aerial vehicles
(UAVs) to provide powerful computing capabilities with UAV
servers. A two-layer UAV-assisted maritime network is considered
that includes a centralized Macro-UAV (M-UAV), a group of
distributed Small-UAVs (S-UAVs), and multiple maritime ship
devices. This study aims to minimize energy consumption for all
devices in the network. Because of the special characteristics of
the maritime environment with unstable channel conditions, it is
challenging to solve the formulated problem using conventional
optimization approaches. Therefore, we solve the energy-efficient
task offloading problem using a machine learning approach.

Index Terms—Energy-efficient task offloading, machine learn-
ing, maritime network, mobile edge computing (MEC), un-
manned aerial vehicle (UAV) trajectory design

I. INTRODUCTION

In recent years, the importance of the vast ocean on eco-
nomic development based on its great benefits of natural
resources and potential for trade, tourism, telecommunica-
tion, and military services has been well aware by many
countries [1]. Thus, numerous ocean activities have been
invested in and conducted globally using advanced equipment
and technology. Besides traditional activities, e.g., fishery
and transportation, lots of new activities, e.g., environmental
monitoring [2], seabed resource explorations, maritime tourism
and rescue [3], and military activities have been implemented.
Furthermore, a large number of smart devices, such as mobile
devices, remote robots, high-resolution cameras, specialized
equipment, etc., have been used in these activities. The pres-
ence of communication networks in the oceanic environment,
known as maritime networks, is promoted in order to optimize
the energy and timing costs for processing the tasks and getting
the results. Therefore, it is necessary to design an efficient

solution to reduce the costs of task completion in maritime
networks.

Although the devices are often installed with limited com-
putational capability, they have to run computation-intensive
tasks resulting from the rapid development of the Internet
of Things (IoT) applications and services. To tackle this
challenge, the task offloading technique with mobile edge
computing (MEC) is considered as an efficient solution. In
MEC, powerful computing resources are provided to support
task offloading for maritime devices. Compare with cloud
computing technology, MEC employs computing servers at the
network edge, which is significantly close to the user termi-
nals; hence, it can reduce consuming energy and transmission
delay for the users [4]. Considering energy as a vital element
of IoT devices [5], this paper focuses on optimizing energy
consumption for maritime devices.

However, deploying MEC in a maritime network is difficult
because the maritime environment is lack of common commu-
nication infrastructures such as terrestrial base stations. To this
end, unmanned aerial vehicles (UAV) can be used to combine
with MEC in maritime networks [6]. Specifically, MEC servers
are deployed in UAVs to support task offloading for maritime
users. Based on its flexibility and high altitude, a UAV can
establish line-of-sight links with maritime devices. Moreover,
UAVs often operate at a lower altitude than satellites that are
closer to the maritime terminals for fast response.

There are many differences between communications in the
maritime environment and the terrestrial environment. First,
the coverage size of maritime networks is often larger than
that of terrestrial networks. But the density of user terminals
in terrestrial networks can be significantly higher than that
in maritime networks. This results in long communication
links in the maritime networks. Second, the accessibility
in terrestrial networks is significantly better than that in

134 ICMIC 2023



maritime networks. Current maritime networks mostly use
high-frequency (HF) and very high-frequency (VHF) radio
channels. Third, considering the geographical factor, the two
environments have big different climatic conditions. Affected
by frequent extreme weather conditions such as high humidity
and sea clutter, radio channels in maritime networks are more
unstable than those in terrestrial networks. These differences
between maritime networks and terrestrial networks create big
challenges to apply conventional optimization approaches for
solving a specific problem of maritime networks. Meanwhile,
machine learning approaches that can flexibly adapt to the
unstable maritime environment are considered a potential
approach to solving problems of maritime networks [7].

Motivated by the above discussions, this paper studies the
energy-efficient task offloading problem in MEC for UAV-
assisted maritime networks. The aim is to optimize the energy
consumption of all maritime devices.

II. SYSTEM MODEL

This section introduces a two-layer UAV-assisted maritime
network and the task offloading operations.

Fig. 1. Task offloading in UAV-assisted maritime networks.

We consider a two-layer UAV-assisted maritime network
as illustrated in Fig. 1. The network comprises a Macro-
UAV (M-UAV), a group of distributed Small-UAV (S-UAVs),
and multiple maritime ship devices, which have to complete
computation-intensive tasks. In the first layer, the tasks can be
offloaded from maritime devices to S-UAV servers. Notably,
the computational capability of each S-UAV server is limited.
Therefore, when each S-UAV is overloaded with offloading
tasks, the tasks are offloaded further to M-UAV as depicted
in the second layer. The M-UAV server is assumed to be
empowered with infinite computing capability so that it can
process any offloaded task. Because the energy consumed
for task processing is significantly larger than that for result
transmission, we only consider energy consumption for task
processing and task uploading. The aim is to minimize the

energy consumption for task completion by optimizing the
trajectory of the UAVs.
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Abstract—An indirect measurement method with an isolated 
structure was proposed for safe battery voltage measurement. 
The battery voltage of all battery cells was monitored using a 
single indirect measurement path to solve the problem of device 
imbalance and temperature difference. In a process of 
sequentially recognizing a battery cell voltage through a single 
path, a battery monitoring voltage is sequentially generated 
together with a known voltage, REF_V, and a battery voltage to 
be accurately measured at any temperature. As a result of the 
design, the temperature compensated battery voltage was 
obtained within 5.12 usec based on 16 battery cells, The 
proposed single path multi-cell technology reduced power 
consumption to 1.6 mW, which is 1/3 of the results of previous 
studies. This paper automatically outputs a battery code value 
for battery cell recognition along with REF_V and battery cell 
voltage, so Battery system operations can be performed without 
the control of CPU. 

Keywords—monitoring, BMS, low power, precision, isolation, 
indirect method, temperature 

INTRODUCTION 
As environmental problems such as warming and air 

pollution have recently emerged, countries around the world 
are expanding the supply of electric vehicles as part of their 
eco-friendly policies. However, as electric vehicles are 
distributed, electric vehicle fires continue to occur. This 
electric vehicle fire is mainly caused by excessive battery 
overload caused by BMS(Battery Management System) 
malfunction [1]. The existing BMS measured the voltage of 
the battery by physically connecting each battery cell and 
controller. However, if the  battery voltage operating up  to 1, 
000V or  higher   incorrectly affects the  control board 
operating at  low voltage, the control board is destroyed and 
the battery cannot be managed, leading to a battery explosion. 
Thus,  to solve  these problems, an indirect measurement 
technology was proposed and designed to physically isolate 
the battery  cell and the  low voltage control BMS board [2]. 
As battery usage expands, BMSs developed from Infineon, TI 
(Texas Instrument), and LT (Linear Technology) are being 
implemented as semiconductors [3],[4]. TI and  LT companies 
have  also implemented wireless functions by adding them to 
BMS circuits. However, TI  and LT's  wireless functions are  
limited to transmitting battery cell voltage information  
obtained through  BMS operations to the outside. In terms of 
delivering battery information to the outside, it is convenient 
for users (or drivers) to easily obtain battery information, but 
risk factors that can be destroyed by affecting BMS 
semiconductor circuits operating at low voltages of thousands 

of volts have not been eliminated. In the paper [2] that 
proposed a safe BMS technology by separating a high voltage 
battery of thousands of volts and a BMS circuit of low voltage 
operation, there was a difference in temperature 
characteristics for each LED in using multiple LEDs for each 
battery cell. As a result, there is a problem of causing an error 
in voltage recognition for each battery cell. This paper 
proposed that it could accurately monitor several battery cell 
voltages through a single path and compensate the 
temperature at the same time. Each battery cell was assigned 
a code to recognize the battery cell voltage by sending it along 
with a code to determine which battery cell voltage was 
measured when measuring voltage over a single path. 

HIGH PRECISION BMS DESIGN 
The existing isolated BMS monitoring has a monitoring 

circuit having a parallel structure for each battery cell, and 
thus has an error in a monitoring voltage for each battery cell 
due to a device process differences. In particular, a difference 
in temperature characteristics of each device according to 
temperature increases an error in a battery cell voltage 
monitoring value with respect to temperature. In the 
technology [2] operating on this basis, it operates with a 
voltage error of 5 mV. However,  accurate voltage recognition 
for each  battery cell through BMS  monitoring operations is 
essential for stable battery operation. In this paper, for the 
accurate operation of monitoring the battery cell voltage 
according to the device error of the parallel structure, a BMS 
monitoring circuit that recognizes all battery cell voltages 
through one single path is implemented.   Figure 1 shows the 
single-path multi-battery cell BMS monitoring structure  that 
supports high-precision battery cell voltage measurement. As 
illustrated in Fig. 1, the isolated battery cell voltage 
monitoring is composed of Switch Array Block, Code 
Generation(Gen.) Block, and Clock Gen. Block. Clock Gen. 
Block is a  circuit that  generates a  clock signal required to 
implement a BMS monitoring circuit that recognizes all 
battery cell voltages with one  serial circuit, and  Code Gen. 
Block  is a battery cell that controls the operation of the Switch 
Array Block. And the Switch Array Block is a circuit that 
sequentially monitors the voltage of N battery cells through  a 
single-path isolation circuit based on the Seq-M-1 signal 
obtained  from Code Gen.  Block. The unit cell battery voltage 
and the REF_V obtained are transmitted to an electronic 
control unit (ECU) having an isolated structure, and thus the 
battery is managed based on the isolated ECU to support 
stable battery operation. 
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Figure 1. Proposed isolated structure for battery voltage monitoring 

A. Timing Control and Battery Code generation circuit 
design 
A circuit that generates a control clock and a battery code 

is required to obtain a signal required for the operation of the 
Switch Array Block in Figure 1. For this performance, the 
Clock Gen. Block and Code Gen. Block in Figure 1 were 
designed, and Figure 2 shows them in detail. 

Figure 2. Control Clock Generation and Battery Code Generation Circuit 

The Clock Gen. Block shown in Figure 2 is selected 
between EXT_CLK from the outside and  an internal clock 
generated  internally. Through TEST MODE, EXT_CLK  and 
internal clock can be  selected to  verify Code  Gen.  Block,  
and the voltage and current of BIAS  of the internal clock can 
be monitored to see if there is any problem with the operation 
of the internal clock. Code Gen.  Block in  Figure 2  receives 
the final  clock selected from Clock Gen.  Block to  generate 
a signal to  sequentially obtain the  battery cell and REF_V 
voltage output to control the operation of  Switch Array Block 
in  Figure 1, and  recognizes the EN_BAT signal, EN_CODE 
signal, and the battery cell selection signal, Seq_M-1 CODE 
to get the selected battery voltage. 

B. Switch Array Block Design 
Figure 3 shows the Switch Array Block operating based 

on the Seq_M-1 signal obtained from Code Gen. Block. A 
signal generated from Code Gen. Block is input to Switch 
Array Block, and it is sequentially input to the Unit analog 
Switch(SW) cell together with each battery cell voltage and 
internal REF_V (voltage for temperature compensation) to be 
selected. In order to be used as a reference signal, REF_V, for 
temperature compensation, 16 reference signals from 3.0V to 
4.3V were internally made with 0.08V unit step. It was output 
sequentially through the REF Switch array shown in figure 3. 
In addition, for the battery unit cell voltages to be monitored 
sequentially, the Battery Switch array shown in Fig. 3 is 

configured to be output. In measuring all battery cell voltages, 
the battery cell voltages were measured together with internal 
(or external) REF_V to perform a temperature compensation 
operation.  If  16 battery cell voltages are measured until the 
final temperature compensated battery cell voltage is obtained, 
all battery voltages are recognized within 5.12usec time. 

 
Figure 3. Design Switch Array Block Circuit Structure 

C. Single  Path Multi-Cell Temperature Compensation 
The temperature compensation is performed by 

sequentially determining the battery cell voltage compared 
with a known REF_V value. The temperature of the battery 
cell voltage may be compensated based on not only the 
internal REF_V, but also the external REF_V. For the internal 
REF_V value, the value from 3.0V to 4.3V was divided into 
16 parts so that the REF_V value can be sequentially obtained.  
The step value of one internal REF_V is a value of 0.08V, and 
the measured battery cell voltage is set as the battery cell 
voltage value with the REF_V proximity value. The  battery 
voltage value was not  only defined with a  value close to that 
per step, but  also corrected through the linear formula of the  
internal REF_V to obtain an accurate battery voltage value. 
The existing temperature compensation technology sets a 
lookup table (LUT) that defines a battery voltage value by 
temperature based on a temperature sensor value attached to a 
battery, and when measured, a battery cell voltage with respect 
to a corresponding temperature is output. The exact battery 
cell voltage cannot be known for a temperature not set in the 
LUT, and the LUT-based existing technology cannot 
recognize the exact battery cell voltage because the 
temperature causes inaccurate temperature compensation. 
Figure 4  shows the temperature compensation operation 
algorithm proposed based on the  designed single path multi-
battery monitoring circuit. Through the temperature 
compensation algorithm in Fig. 3, Temperature compensated 
battery cell voltage is set after receiving the temperature 
compensation from the 00th battery cell to the Nth battery cell 
( CELL_N-1),  and  then receives the temperature 
compensation internal or external REF_V sequentially from 
INT_REF00 to INT_REF_N-1. 
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Figure 4. Temperature compensation algorithm for monitering voltage. 

THE RESULT 
This paper presents a single-path multi-cell-based BMS 

monitoring circuit. Figure 5 shows the timing chart of the 
signal in which the designed Switch Array Block, Clock Gen. 
Block, and Code Gen. Block in Figure 1 operate.  In order to 
sequentially output the voltage of the battery multi-cell to one 
path,  the P_to_S[N-1:0]  signal,  which is a  code signal for  
selecting the  battery cell, and the VOUT_CELL signal, which 
is a  battery voltage, are displayed.  The VOUT_CELL voltage 
is a signal for outputting the REF_V voltage and the voltages 
of the battery cells, and it can be seen in Fig. 5 that the voltage 
is output with the code signal P_to_S[N-1:0] together with the 
VOUT_CELL so as to know which  REF_V and which  
battery cell voltage.  In detail, the  EN_CODE signal receives 
a code signal in a  low state for EN_CODE, and a  battery cell 
voltage or REF_V in a low state for EN_BAT so  that the ECU 
may  receive a  voltage value separately  with a  code when  
receiving a multi-cell voltage and REF_V.  

 
Figure 5. Monitering voltage Operation Timing Chart 

In  order to stably  transmit the code signal, a LOADB 
signal was transmitted before transmitting the code value 
together with  the clock signal. The LOADB signal was 
transmitted after the half-clock signal after the EN_CODE 
signal was generated as Low, and the code signal was 
transmitted after the half-clock signal after the LOADB signal 
was generated.  In the verification, the half clock speed was 
set to 20 nsec. After the code transmission, the EN_BAT 
signal becomes low after two clock signals after the code 
value is transmitted to take the battery cell voltage or the 
REF_V stably. As shown in Fig. 5, it shows the REF_V after 
the VOUT_CELL output signals (BAT_V) was sequentially 
output.  It can be found that the REF_V voltage is output from 
3.0V to 4.3V in 0.08V unit. As a result of the design, it was 
possible to eliminate errors due to differences in 
characteristics of devices with one LED.  Assuming that the 

battery pack is  composed of 16 battery cells, it was verified 
that each  of 16  temperature  compensation REF_V and all 
battery cell voltages were recognized within 5.12. Internally, 
the Clock Gen. and Code Gen. circuits were designed to 
enable BMS operation without a CPU control. In the existing 
technology [2], 16 LEDs of about 300uW per unit were used, 
and the total power consumption was 4.8mW (= 0.3mW x 16 
cells). However, in  this paper , by  using one LED of 300uW, 
the  entire power consumption operated at a total of 1.6mW 
consumption, including 1.3mW, as  a single path multi-cell 
monitoring core function. This can reduce power consumption 
by 1/3 of the results of previous studies, resulting in reduced 
battery consumption in the BMS operation. The chip layout 
showing the Clock Gen. Block, Code Gen. Block, Switch 
Array Block is shown in Figure 6. 

Figure 6. BMS Layout for monitering voltage. 

CONCLUSION 
This paper is designed with an isolated single-path multi-

cell structure so that the BMS semiconductor circuit operates 
without a problem even in a high voltage battery environment 
that occurs up to 1,000 volts in electric vehicles.  The  battery 
cell monitoring operation, which performs temperature 
compensation based on a 16-cell battery pack,  can be 
implemented  in 5.12 usec  time, and  all battery cell  voltages 
can be  monitored in a  single path. In this paper, we were able 
to overcome the difference in device characteristics by 
performing a single path multi-cell BMS operation. The 
single-path multi-cell BMS operation could reduce power 
consumption from 4. 8mW to 1. 6mW, which is  one-third of 
the  existing design [2], hence reducing battery consumption 
in the BMS operation. This paper automatically generates 
REF_V and battery cell voltage, which are temperature 
compensation voltages, together with a code value so that a 
battery voltage of a multi-cell could be sequentially known, so 
that an accurate BMS operation is possible without the ECU 
control.   
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Abstract—Batteries are being thermal runaway or fire as 
electric vehicles operate on battery voltage lately. The cause of 
the thermal runaway fire is caused by voltage differences 
battery cells when charging and discharging batteries. 
Therefore, it is important to accurate balancing operation the 
battery with BMS. The balancing operations adjust the 
difference between high voltage and low voltage among battery 
cells. In this paper, the balancing circuit was designed based on 
a separate structure as a circuit for stably maintaining the 
balance of each unit battery in the battery pack structure 
constituting the high voltage. Next, the balancing circuit applies 
a controller interface block including flip-flop so that balancing 
can start and end at any time when balancing is required. And 
finally the balancing circuit was designed to operate with a low 
power consumption of 180uW, minimizing the battery power 
consumption required to perform the balancing operation. 

Keywords— BMS, balancing, battery, voltage, isolation, low 
consumption, semiconductor 

 

I. INTRODUCTION 
Recent study reports that batteries used in electric vehicles 

are at risk of thermal runaway or fire [1]. This is due to the 
continuous charging and discharging of batteries, resulting in 
differences in voltage between cells or overcharging in any 
cell. A battery pack consists of a series or parallel combination 
of multiple cells. Battery pack should be charged and 
discharged at the same voltage for all battery cells under any 
serial/parallel conditions in the pack. If a voltage difference 
occurs in any battery cell, power loss may be concentrated due 
to the current difference. In particular, electric vehicle 
batteries consist of more than 7,000 battery cells, and even an 
inaccurate voltage state in just one battery cell during charging 
and discharging can accelerate cell degradation and failure [2], 
leading to battery explosion. In contrast, it is important that all 
battery cells are charged and discharged at the same voltage, 
which requires battery balancing operation. To solve this 
problem, papers related to balancing have been published.  
The paper [3] suggests a balancing operation circuit that 
controls the current through a function of selecting the 
resistance connection of the battery cell, but the method risks 
the high voltage of the battery breaking of a circuit operating 
at a low voltage of 5V or less. The other paper [4] implements 
self-balancing based on the resistance and current operation 
characteristics of the battery cell. Although it was confirmed 
that the amount of electricity moves from a high normal cell 
to a low deteriorated voltage when charging multiple battery 
cells so that current and voltage operate evenly, [4] assumes 
self-balancing of cells connected in parallel to overcharging.  

In particular, if [3-4] technology is a battery cell that does not 
follow the resistance and current operation characteristics of 
the cell among aged battery cells, there is a problem that 
incorrect self-balancing operation occurs. The paper [5] 
implemented an active balancing circuit using a photo detector. 
The active balancing operation structure using photo detector 
still has the problem of breaking BMS balancing circuit with 
up to thousands of volts available in electric vehicles because 
high voltage battery voltage is inputted to CMOS 
semiconductors. This work proposed that the balancing circuit 
is isolated from high-voltage batteries to ensure a stable 
balancing operation to overcome the heating problem caused 
by voltage difference in an environment that combines 
batteries operating up to thousands of volts in electric vehicles. 

 

II. IOLATED BALANCING CIRCUIT 
A circuit whose battery balancing operation is isolated 

from the high-voltage battery and operates safely was 
presented with a structure that separates the control part and 
the balancing part.  

  
 Figure 1. The proposed isolated balancing circuit 

As shown in FIG. 1, the balancing circuit of the high 
voltage battery may be divided into a controller interface 
block and a balancing block to operate as an indirect 
connection, and thus may be independently controlled in a 
single cell voltage unit. In other words, the controller interface 
block inputted by synchronizing the CLK with the M-bit 
signal command to select the battery required for discharge 
from the electronic controller unit (ECU) transmits 
information indirectly to the balancing block circuit. 

A. Controller Interface BLOCK 
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A controller interface block that supports a control 
operation was designed to receive a command of M bit from 
ECU to select a battery requiring discharging and perform a 
balancing operation. In Equation (1), N means the number of 
batteries, and M means the number of digital bits for selecting 
N batteries. The relationship between N and M can be 
expressed by equation (1). 

 𝑁𝑁 ≤ 2M               () 

As illustrated in Fig. 2, the controller interface block has 
the controller interface root cell and the flip-flop 
corresponding to the number of battery cells. N battery cell 
values (C_0, C_1, and C_N-1) output from the controller 
interface root cell were input to the flip flop according to the 
command B_0, B_1,..., B_M-1 of M bits coming from the 
ECU. 

 
Figure 2. Controller Interface Block Circuit Brief Block Diagram 

During the initial balancing operation, the CLRB signal 
helps to prevent discharging until the voltage of all battery 
cells is monitored and a problematic battery voltage is 
discharged. This was also operated as a flip-flop with the CLK 
signal so that there was no problem with the noise signal. 

B. Balacing  Block 
The balancing circuit supports each cell to be charged and 

discharged at the same voltage in a battery pack including 
a combination of all of battery cells. Recently, electric 
vehicles have been able to obtain voltage up to thousands 
of volts by stacking them in series with battery cells.  

Figure 3. Balancing Block Structure 

For battery cells whose voltages do not match in this 
environment, all cells must operate at the same voltage while 
performing the balancing operation, and the voltage of 
thousands of volts affects the balancing circuit [3-5]. To solve 
this problem, the controller interface block and the balancing 
block were presented to operate in isolation. Figure 3. is a 
structural diagram illustrating a balancing block.  

 

 

to 100mA battery cell voltage. WP1 and WN1 are operated 
through WP2, WN2, WP3, and WN3 by control voltage 
(CTRL) so that balancing operation can be performed safely. 

Where BAT block is to be configuring a battery group of 
N. Figure 3 shows the structure of the circuit of the unit 
balancing circuit_M-1 that makes up the balancing block. It is 
embodied so that the controller interface block operates to 
select one of the N battery cells for balancing by receiving an 
M-bit input from the external ECU. The balancing block 
consists of as many unit balancing circuits_M-1 as the number 
of battery cells. As shown in Figure 4, the unit balancing 
circuit_M-1 is directly coupled to a battery operating at up to 
several thousand volts, while the battery cells and the unit 
balancing circuit_M-1 are configured as a cell-by-cell circuit. 
The controller interface block also operates with the high-
voltage balancing block, but can operate stably.WP1 and 
WN1 of the unit balancing circuit_M-1 are designed with a 
gate width of 300u (micro) to allow balancing operation up to 
100mA battery cell voltage. WP1 and WN1 are operated 
through WP2, WN2, WP3, and WN3 by control voltage 
(CTRL) so that balancing operation can be performed safely. 

III. THE RESULT 
In this paper, the controller interface block and the high-

voltage balancing block are operated in a separate manner to 
achieve stable cell-unit battery balancing. By designing a 
controller interface block including a flip-flop, the circuit was 
configured so that balancing starts and ends when balancing 
is required at any time. When balancing is required due to the 
voltage difference of the battery cells, it was designed to 
balance at 100 mA. This balancing operation is designed to 
operate with a small power consumption of 180 uW with a 
balancing block operation with power consumption of nearly 
0 uW and a controller interface block operation with 180 uW 
consumption. Accordingly, it was designed so that the battery 
hardly consumes power to perform the balancing operation 
function. Figure 5. shows the layout drawing of the designed 
balancing circuit. 
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Abstract—Intelligent recommendation applications in smart
cities require the precise location of the users. The traditional
global positioning system (GPS) uses satellite signals for the
precise positioning of the user but is vulnerable to signal blockage
in the complex indoor environment. The unforeseeable propa-
gation losses due to multipath effects and the permittivity and
permeability difference of materials in the indoor environment
result in non-linear attenuation in the electromagnetic (EM) beam
generated by the beacon devices. Therefore, a robust indoor
localization algorithm is required to precisely localize the users
in the indoor environment with severe EM blockages. In this
paper, we propose a novel hybrid RS-DeepNet framework that
uses received signal strength (RSS) from WiFi devices for indoor
localization of users. The proposed RS-DeepNet is a deep learning
architecture that utilizes multiple gated recurrent layers (GRU)
and a K-nearest neighbors (KNN) classifier to estimate the precise
location of the user in the indoor setup. Simulation results show
that the proposed RS-DeepNet outperforms the state-of-the-art
approaches and efficiently localizes the users in two different
indoor scenarios with the lowest mean absolute error of 4.81
and 1.68 meters, respectively.

Index Terms—Indoor localization, machine learning, RSSI
fingerprinting, feature extraction, classification

I. INTRODUCTION

Most of the internet users in the network are located
in the indoor environment,therefore, network densification is
considered to provide service to these users by deploying
user-centric small base station deployment [1], [2]. To enable
different location-based services, acquiring the accurate po-
sition information of the users in the indoor environment is
critical [3]. The global navigation satellite system (GNSS) is
capable of localizing the user and can achieve a sub-meter
localization accuracy in some scenarios. However, it does not
perform well in the indoor setup [4]. The emerging Internet-
of-Things (IoT) sensor technology and the advancement in
artificial intelligence (AI) have recently captured the attention
of researchers to develop an intelligent and efficient indoor
localization framework for smart cities. Visual-based local-
ization (VBL) and wireless sensor-based localization (WSBL)
uses computer vision and wireless sensor network (WSN)
for precise indoor localization [5]. However, visual biometric-
based localization of individuals through indoor CCTV cam-

This work was supported by Basic Science Research Program through the
National Research Foundation of Korea (NRF) under a grant (No. NRF-
2021R1I1A3050535).

∗Corresponding author

eras suffers from various photometric variations such as intra-
class occlusions, illumination differences, scale variations, and
orientation changes [6]. The wireless sensor-based localization
is broadly classified into time-based, angle-based, and receive-
power-based techniques [7]. The time-based indoor localiza-
tion relies on the time of arrival (ToA), time difference of
arrival (TDoA), and round trip time (RTT), while the angle-
based method relies on the radio signal’s angle of arrival
(AoA) at a specified grid of location coordinates and the
receive-power-based methods depend on the received signal
strength (RSS) fingerprint and the radio propagation model of
the environments. The RSS fingerprint consists of the received
signal power from the anchor nodes at uniformly distributed
grid locations and carries useful location information. Fin-
gerprint includes an RSS indicator (RSSI) and is directly
accessed from the application layer without requiring extra
hardware or software changes. However, a huge fingerprint
data transmission is needed in fingerprint-based localization,
which makes it inefficient in terms of power, memory, and
computational resources, especially in complex environments
[8].

Machine learning (ML) techniques are capable of tackling
these challenges. The ML model either utilizes the raw RSSI
data or extracts statistical features from the input data. The
classification frameworks utilized for indoor localization so far
include the multi-class support vector machine (SVM) [9], K-
nearest neighbors (KNN) [10], probabilistic decision tree, and
an ensemble model. However, these models result in lower
precision and higher mean absolute error (MAE). The deep
neural network (DNN) comprising long-short term memory
(LSTM) [11], bi-directional LSTM (BiLSTM) [12], and one-
dimensional convolutional neural network (1D-CNN) [13] are
used to accurately determine the indoor object’s location based
on the RSS from beacon nodes. ML frameworks also utilize
the AoA and TDoA data for low-cost indoor positioning.
Instead of raw data by the statistical handcrafted methods,
a DNN generates the distinctive feature values for the raw
input data and results in improved localization performance.
The authors in [13] transformed the RSSI fingerprint data
into 2D images using Continuous Wavelet Transforms (CWT)
and applied two-dimensional (2D) DNN models to estimate
indoor object coordinates. Although the 2D DNN is robust
against photometric noises, the limited number of beacons
and the limited difference in RSSI signal strengths within
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the fingerprint result in lower precision compared to 1D CNN
models.

Unlike isolated feature extraction and classification models,
fused frameworks are utilized, including multiple ML algo-
rithms to combine and localize indoor objects. The Unsu-
pervised Fusion of Extended Candidate Location Set (UFL-
ECLS) [14] is a fused model consisting of multiple trained
classifiers. The UFL-ECLS performance is highly dependent
on the individual classifier accuracy, and any single classifier
in-accurate results could lead to degradation of the overall
localization performance. To address this issue, the authors
in [15] propose a SmartLoc framework that utilizes multiple
ML algorithms along with alignment probabilistic procedures
to enhance offline training processes. Although the SmartLoc
framework offers greater precision by employing multiple ML
frameworks and probabilistic alignment methods, it suffers
from the increased computational cost issue, which makes it
unsuitable for real-time applications.

Motivated by the aforementioned works, the goal of this pa-
per is to propose an efficient ML framework for precise indoor
localization which utilizes RSSI fingerprint data to estimate the
location coordinates of the users in the complex indoor envi-
ronment. The existing frameworks for indoor localization need
more accuracy, which is attributed either to the vulnerability
of the estimation model or the limitations of training samples
for the model. To address this issue and achieve high accuracy
while reducing computational complexity, this paper proposes
RS-DeepNet, which leverages the advantages of both DNN
features and clustering by first extracting features from the
RSSI data and then using these features for clustering-based
classification.

The main contributions of the paper are outlined as follows.
• We propose an RS-DeepNet which is a DNN architecture

for indoor localization. The proposed framework is based
on feature extraction from the input RSSI data followed
by an isolated classification of location information from
the extracted features. The feature extraction is performed
using multiple cascaded GRU blocks, each comprising a
GRU layer, normalization layer, and dropout layer. The
isolated KNN classifier is used to classify deep features
collected through the cascaded GRU-DNN to estimate
the user’s coordinates in order to achieve highly precise
localization.

• Considering two different indoor scenarios, we demon-
strate that the proposed RS-DeepNet precisely predicts
the user location information from the RSSI finger-
print data. We further show that the proposed learning
framework outperforms the other existing techniques by
achieving the lowest mean absolute error (MAE).

The rest of the paper is organized as follows: Section II
presents the system model, including the procedure for gener-
ating fingerprint data. Section III presents the methodology of
the proposed feature extraction and categorization. Section IV
provides the simulation results and comparison of the proposed
framework with the benchmark. Finally, Section V summarize
the key findings and concludes the paper.

II. SYSTEM MODEL

The considered system model has K ′ number of WiFi
access points (APs) with the known location distributed over a
square area of dimension S×S and the location coordinate of
the ith reference user point (UP) denoted by Ui = (xi, yi) ∀i =
{1, 2, ..N}, where N is the number of users. The RSSI-
fingerprint-based indoor localization framework consists of an
offline training stage and an online testing process. During
the offline training stage, the RSSI fingerprint is created by
dividing the serving area into a square grid of size X × Y
with grid markers across the x and y-axis, respectively. In this
study, we consider two indoor environment scenarios as shown
in Fig. 1 (a) and (b), respectively. For scenario 1: S = 30m
with K ′ = 4 distributed APs while for scenario 2: S = 50m
with K ′ = 5 distributed APs. The UPs are distributed across
the grid points in such a way that each grid position belongs
to one UP.

The RSSI fingerprint is collected and stored in the database
for the particular scenario. The RSSI fingerprint and the
location information stored are given by

Ω =

U Ψ



=




(xi, yi) (Ψi,1,Ψi,2, ...Ψi,K)
: :

(xN , yN ) (Ψi,1,Ψi,2, ...ΨN,K)


 , (1)

where the Ψn,k refers to RSSI at the nth location across the
grid with signal strength for the kth AP.

The signal propagating between the kth AP and the nth
UP follows the Log-Normal path loss model and is highly
dependent on obstacles within the line-of-sight (LOS) between
APs and UPs. In the simulated environment, we consider the
random shadowing effect and noise due to the presence of
randomly moving objects within the environments [16]. As
the RSS randomly fluctuates at each time instant, therefore,
the average RSS received from the kth AP at location (x, y)
can be expressed as

Ψn,k =

T
t=1 sn,k(t)

T
, (2)

where sn,k(tj) denotes the RSSI received from the kth AP at
the nth UP at time instant t and Ψt

n,k denotes the RSSI values
set for a total of T time samples.

III. PROPOSED DNN ARCHITECTURE FOR RS-DEEPNET

The proposed RS-DeepNet model extracts the GRU DNN
features from the RSSI fingerprint and classifies them into
geographic location coordinates of the indoor site. The RSSI
fingerprint data, along with the respective geographic location
coordinates of the grid, is used as a training dataset for
the KNN classifier. The KNN classifier estimates the nearest
locations of the test RSSI set, and the mean location is
considered as the position of the test reference UP. The
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Fig. 1: Floor map of RSSI-Fingerprint environment with dark blue represents wall structures while light blue triangle denotes
the AP position, and the pink color denotes User trajectory (a) Scenario 1: square grid with S = 30m and K ′ = 4 (b) Scenario
2: square grid with S = 50m and K ′ = 5.
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Fig. 2: Mean Square Error of the proposed RS-DeepNet in
comparison with the other DNN models.

location coordinates of APs and the RSS fingerprint values
of the kth AP at nth reference UPs are, respectively, given as

I = Ψ




(Ψ1,1,Ψ1,2, ..,Ψ1,K)
(Ψ2,1,Ψ2,2, ..,Ψ2,K)

:
(ΨN,1,ΨN,2, ..,ΨN,K)


 , (3)

L = U =




U1 = (x1, y1)
:

UN = (xN , yN )


 , (4)

where I represents the Input data and L is the corresponding
labels matrix used during training of the proposed RS-DeepNet
architecture.

The proposed RS-DeepNet comprises two GRU blocks
followed by an isolated KNN classifier, as shown in Fig. 2.
Each GRU block consists of a GRU layer with 256 cell units,
a normalization layer, and a dropout layer with a probability
of 0.1. The model is trained with [I L] where I is fed at
the input of RS-DeepNet. The final output of the proposed
RS-DeepNet can be mathematically expressed as

O = Cknn (G2 (G1 (I))) , (5)

where G1(·), G2(·), and Cknn(·) denote the first GRU block,
second GRU block, and KNN classifier, respectively. A fixed
number of data samples, T are generated for each scenario
and is set to 250. During training, 70% and 20% of the total
data are used for training and validation, respectively, while
for the KNN classifier, we set K = 3. The model is trained

for 1000 epochs with a batch size of 64 and a learning rate
of 0.005, and an ADAM optimizer is used. The performance
of the proposed RS-DeepNet is evaluated in terms of mean
absolute error (MAE). Let us denote the actual true locations
and estimated locations of the UPs by U and Ũ , respectively.
Then, the MAE can be written as

MAE =
1

ξtest

ξtest
z=1

|Uz − Ũz|, (6)

where ξ denotes the total number of test data points considered
for evaluation.

IV. SIMULATION RESULTS

The performance of the proposed RS-DeepNet model is
evaluated on two different simulated virtual environments, as
shown in Fig. 1. Both environments have different indoor
structures and dimensions. Random environmental noise, path
loss, shadowing, and multi-path effects are considered in both
environments. We evaluate the performance of the proposed
RS-DeepNet in terms of the cumulative distribution function
(CDF) of the positioning distance error and the MAE for the
tested dataset.

Fig. 3 presents the CDF performance of the proposed RS-
DeepNet in comparison with other learning techniques for two
indoor scenarios. Fig. 3 (a) and (b) shows that compared to the
traditional models, the proposed RS-DeepNet provide superior
performance at lower positioning distance errors for indoor
scenario 1 and 2, respectively. The comparison with the other
classification models that utilize raw RSSI fingerprints, such
as SVM, KNN, decision tree, discriminant analysis, ensemble,
and probabilistic models, is also provided. Furthermore, the
Bag-of-Features (BoF) method and the stacked GRU-BiLSTM
model, which extracts robust features from the raw RSSI,
are also considered for a fair comparison. Fig. 3 depicts
that the proposed RS-DeepNet achieves superior performance
compared to all benchmark methods. The second and third
best performing indoor localization algorithms are KNN and
GRU-BiLSTM, respectively.
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Fig. 3: Cumulative distribution function of the positioning distance error for (a) Scenario 1: 30m x 30m geographic grid area
(b) Scenario 2: 50m x 50m geographic grid area.
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Fig. 4: Mean Square Error of the proposed RS-DeepNet in
comparison with the other DNN models.

Fig. 4 presents the MAE of the true and the estimated loca-
tion coordinates by the proposed RS-DeepNet. Fig. 4 shows
that the proposed RS-DeepNet achieves the lowest MAE of
4.81 and 1.68 compared to the other reported benchmarks in
the considered scenario 1 and scenario 2, respectively.

V. CONCLUSIONS

In this paper, we proposed a novel RS-DeepNet framework
for indoor localization, which is a DNN architecture that
utilizes two GRU blocks for features extraction and an isolated
KNN for classification. The proposed RS-DeepNet is tested
for two different indoor residential apartment scenarios. The
performance of the proposed RS-DeepNet is compared with
the other DNN models. It is observed from simulation results
that for both indoor scenarios, the proposed model precisely
estimates the location of UPs during the online testing and
provides superior performance compared to the other DNN
models with reduced MAE of 4.81 m and 1.68 m in scenario
1 and scenario 2, respectively.
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Abstract—As interest in energy conservation has recently 

increased, efforts to reduce energy consumption in various 
environments are also increasing. In particular, households 
consume a huge amount of power due to various home appliances. 
Nevertheless, residents cannot confirm how much energy they are 
using. Therefore, this paper proposes a household energy 
management system using deep learning. The proposed system 
collects power consumption data of home appliances by using 
smart plugs. Then, the application monitors the power 
consumption of each home appliance, and predicts the power 
leakage and anomality of the appliance based on deep learning. 
The system provides meaningful information about electricity to 
customers or managers.  

Keywords—power management, energy management, smart 
home, deep learning, smart plug  

I. INTRODUCTION  
As the world develops economically, power consumption is 

also increasing, and in some countries, things such as shutdown 
are happening due to power shortages. In addition, excessive 
power use and power leakage in the home cause expensive 
management cost. According to the Enerdata [1] 2022 report, 
global power consumption reached about 25,000 TWh in 2021, 
of which 12,165 TWh was consumed in Asia. By country, China, 
the United States, India, Russia, and Japan used a lot of 
electricity. According to KOSIS [2] in 2022, about 47 TWh of 
electricity was used in Korea, of which 48% was used in the 
manufacturing industry, 13.7 TWh was used in the service 
industry, and 6.3 TWh was used for household use. Efficient use, 
management, and consumption of electricity is a very important 
issue for individuals, domestically, and nationally. This paper 
proposes a household energy management system (EMS) that 
can efficiently manage power and monitor usage, and detect 

abnormal situations in home appliances at an early stage by 
adopting deep learning technology. 

II. REALTED WORK 
Zhou [3] introduced a conceptual overview on the 

architecture and functional modules of smart household energy 
management system (HEMS), and reviewed the HEMS 
infrastructures and home appliances in smart houses. Then, they 
investigated various home appliance scheduling strategies to 
reduce the residential electricity costs and improve the energy 
efficiency of power generation utilities.  Adika [4] presented an 
energy management system that autonomously execute all tasks 
of appliances without the prompting of the customers. In the 
paper, authors proposed a demand side energy management for 
a grid connected household using locally generated photovoltaic 
energy. To ensure efficient household energy management, 
smart scheduling of electrical appliances has also been presented. 

III. HOUSEHOLD ENERGY MANAGEMENT SYSTEM USING DEEP 
LEARNING  

Figure 1 illustrates a conceptual overview of a household 
energy management system based on deep learning.  
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Fig. 1. Concpetual overview of the household energy management system. 
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In this paper, in order to measure the amount of power 
consumed at home, appliances receive the necessary power 
through smart plugs. Commercial off-the-shelf (COTS) smart 
plugs were used to power appliances and measure power 
consumption. [5]. The smart plug can continuously measure the 
power consumption of the home appliance inserted into the plug 
and transmit it wirelessly to a server or directly to a smart device 
using Bluetooth. The power consumption is continuously 
monitored and anomalies of each home appliance are detected 
by the application using on-device deep learning. In order to 
detect an abnormal state, it is also necessary to classify the type 
of home appliance using deep learning, and to monitor the 
abnormal state based on this. 
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Fig. 2. Algorithm flow for Classification, Power monitoring, and anomalous 
detection. 

Figure 2 shows the entire process of monitoring power usage 
and detecting anomalies. The application of a smart device 
periodically collects power consumption data from home 
appliances. And, it goes through a pre-processing process for the 
data and selectively displays hourly, daily, weekly, and monthly 
data on the GUI of the application. Then, deep learning 
technology is used to detect abnormal conditions of home 
appliances. First, the received power consumption data is 
preprocessed and normalized, and then input into the trained 
deep learning model. To diagnose the failure of each home 
appliance, the application first classifies the appliance based on 
the data appliances consumed. For home appliance classification, 
we use Kaggle's household appliances power consumption 
dataset [6] in which includes 3D printer, air conditioner, air 
purifier, boiler, coffee machine, computer, drier, fan, freezer, 
fridge, Internet router, laptop, etc.. We trained the dataset with 
deep learning model and evaluated its performance. The trained 
model is used for real-time inference of the power consumption 
data later. Accordingly, the type of home appliance is 
determined, and an abnormal state of each appliance is detected. 
To detect anomalily, only normal data of each home appliance 
is used and inference is made again through deep learning. In 
normal state, only power consumption results are output and in 
abnormal state, warnings are delivered along with past data 
history. 
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Fig. 3. An example of MFCC and depthwise separable CNN model to detect 
anomalous state.  

In addition, in this work, in order to compare and analyze the 
performance of deep learning, various deep learning models can 
be designed and analyzed to find the optimal model. Models 
such as dense neural network (DNN), convolution neural 
network (CNN), and bidirectional long short-term memory (B-
LSTM) can be used for classification, and autoencoder and 
depth-wise separable CNN (DS-CNN) can be for detecting 
anomalies. Figure 3 shows one example of many deep learning 
models. After performance evaluation, the optimal model will 
be converted to a tflite model via TensorFlow lite converter, 
which can then be loaded and used on Android or iOS. 

IV. CONCLUSION  
In this Work-In-Progress paper, we discussed with the 

implementation of an energy management system to save 
unnecessary and wasted power in the home and to diagnose 
home appliance failures at an early stage. An application 
running on a smart phone or tablet PC monitors the power 
consumption of home appliances and provides graphical 
information about the power consumption to the user. In 
addition, it uses two-step machine learning technology to detect 
abnormal conditions of each home appliance. First, the type of 
each home appliance can be recognized using deep learning 
technology for classification and secondary deep learning 
technology can be used to detect abnormal conditions. It is 
believed that such a home energy management system can solve 
problems such as fire and power leakage due to failure of home 
appliances as well as energy saving. 
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Abstract—The delay in public hospitals delivering services to 
patients waiting in Emergency and Trauma department (ETD) 
are severe in the Green Zone. Green Zone patients experience 
long waiting time, resulting in overcrowding and affecting the 
quality of services provided in the ETD. Hospitals have already 
adopted Hospital Information System (HIS) to improve clinical 
workflow however patient waiting time are still captured 
manually within the system, lacking real-time patient location 
monitoring and automated service tracking. This paper 
proposes a Real-time Location System (RTLS) adopting low-
cost Bluetooth Low Energy (BLE) based nodes that track and 
automates patient tracking based on proximity detection. The 
results obtained from the semi-integrated HIS and RTLS 
systems shows better accuracy and improvements of both 
Arrival to Consult (ATC) waiting time and Length of Stay 
(LOS) compared to non-RTLS based tracking. 

Keywords— Real-time Location System, Patient Waiting 
Time, Bluetooth Low Energy (BLE) 

 

I. INTRODUCATION 
Emergency and Trauma Department (ETD) provides 24 

hours treatment for various emergency cases and patients are 
typically classified into 3 zones depending on severity of the 
cases i.e. Red Zone - critical patients, Yellow Zone - semi-
critical patients and Green Zone - non-critical patients. The 
large number of patients, results in patient congestion and 
overcrowding affecting the quality of services in ETD 
especially for non-critical patients. 

To improve the overcrowding of patients and enhance the 
service, the Malaysian Ministry of Health (MOH) has 
implemented interventions such as LEAN healthcare that 
improves the process workflow and digital records of patients 
within the Hospital Information System (HIS) or Electronic 
Medical Records (EMRs) [1-2]. The HIS stores patient data 
such as treatments, clinical results, and billing, however there 
is no real-time tracking on service time implemented to 
improve the efficiency of the clinical services delivered to 
patients. 

Although HIS can tackle long patient waiting time and 
improve healthcare service delivery, it is unable to 
automatically track patients in real-time, where users need to 
click multiple buttons in multiple pages to capture and notify 
patient arrival time at certain counters or rooms.  

Such workflow causes inaccurate data capture, requiring 
certain amount of time to be completed. And can lead to data 
error such as acknowledging the wrong patient in the wrong 
place. By introducing real-time data capture capability in HIS, 
patients can be traced and notified in real time reducing 
waiting time [3]. 

This paper examines the impact of a low-cost Real-time 
Location System (RTLS) using proximity-based detection 
that eliminates manual patient tracking to improve patient 
waiting time in ETD Green Zone at public hospitals. 

 

II. RTLS IN HEALTHCARE SERVICES 

A. RTLS Implementations 
RTLS is a technology where physical tags, sensors and 

digital middleware captures data, process it to visualize the 
location of non-stationary objects, people or animals in real-
time [4]. It has been used in logistics and transportation, 
manufacturing, agriculture and healthcare sectors to enable 
traceability of humans and assets. 

Although RTLS technology has been implemented in 
various sectors, for the healthcare sector there has been no 
real-time implantation of such system especially in the ETD 
Green Zone to detect and reduce patient waiting time. Several 
notable research implements RTLS to track medical devices 
[5,6], staff hand washing compliance and safety of dementia 
patients wandering around hospital compounds [4]. 

Studies have also been conducted to analyse the impact on 
patient waiting time using RTLS in non-emergency out-
patient clinic by [7] found that average patient waiting time 
was reduced by 31 minutes when using RTLS. Meanwhile 
patients who were prioritized, saw an additional reduction of 
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their waiting time by an average of 9 minutes. [8] found that 
RTLS reduced patient location time by 73% in the physical 
room and reduced the number of user-system interactions 
(mouse clicks) by 75%. 

 

B. Wireless protocol for RTLS 
Table I lists the RTLS wireless protocols ranging from 

large scale outdoor based Global Positioning System (GPS), 
medium range Wireless Fidelity (Wi-Fi), to short proximity 
tracking protocols such as Radio Frequency Identification 
(RFID), Ultra-Wideband (UWB) and Bluetooth Low Energy 
(BLE). 

TABLE I.  IMPORTANT CHARACTERISTICS OF RTLS AND RELATED 
TECHNOLOGIES 

Technology Location 
Methods 

Algorithm Accuracy Scalability| 
Complexity
| Cost 

GPS Trilateration TOA 6-10m L|H|Ha 

UWB Trilateration 
Angulation 

RSS 
TOA 
TDOA 
AOA 

1cm-1m L|L|H 

IR Proximity 
Trilateration 

Cell-ID 
TOA 

1cm-5m L|L|Ma 

Wi-Fi Proximity 
Trilateration 
Angulation 
Scene 
Analysis 

Cell-ID 
TOA 
TDOA 
AOA 
RSS 

10-100m H|L|La 

RFID Proximity 
Trilateration 
Scene 
Analysis 

Cell-ID 
RSSI 

1-5m M|L|La 

Bluetooth/ 
BLE  

Proximity 
Trilateration 
Scene 
Analysis 

Cell-ID 
RSS 
TOA 

1-5m H|L|La 

a. Note: H=High, M=Medium, L=Low 

From Table I each wireless protocol is examined in terms 
of scalability, complexity, and costs. Although GPS, UWB 
and IR technologies have been used in other environments 
such as construction, industrial and logistic, they are low in 
scalability and have a high cost when implemented in the ETD 
environment. As for the most common indoor location 
tracking protocol i.e., the Wi-Fi, it suffers from low accuracy 
for proximity tracking applications.  

The RFID-based RTLS meanwhile suffers from a higher 
cost of implementation where active RFID is required to 
enable accurate proximity detection in comparison to BLE-
based RFID. BLE based systems have the most cost-effective 
protocol to be used to track ETD Green Zone patients as it is 
highly scalable, low complexity and low-cost, where BLE is 
pervasive in small passive tags with low power operation. 

 

III. BLE BASED RTLS IMPLEMENTATION 

A. Proximity and Received Signal Strength (RSSI) based 
BLE 
The BLE technology is an IEEE 802.15 wireless standard 

for wireless personal area network (WPAN), enabling a 
shorter range of detection compared to common Wi-Fi based 
wireless local area network (WLAN). The current BLE 
technology consumes lower power where it can operate for 
few months without battery charging [9]. 

The proximity-based detection method is implemented in 
this research as it is the most power efficient method to enable 
detection of patients in the crowded ETD spaces in the 
hospital. It is easier to be implemented compared to Wi-Fi 
based fingerprinting solutions and does not require advanced 
Time of Arrival (TOA), Time Difference of Arrival (TDOA), 
Angle of Arrival (AOA) calculations [10].  

The setup for the BLE-based RTLS in the ETD is shown 
in Figure 1 below. 

 

 
Fig. 1. BLE-based RTLS. 

 

 

Fig. 2. ETD workflow 

The RTLS infrastructure setup is based on ETD workflow 
consists of 5 different stages: 1) Triage, 2) Patient Registration 
Area, 3) Waiting Area, 4) Consultation Room, and 5) 
Pharmacy as shown in Figure 2. 

 

B. Patient waiting time performance measurements 
The arrival to consult (ATC) and length of stay (LOS) are 

two main parameters to measure the performance of the 
RTLS. 

148



 
Fig. 3. Relationship between patient flow and waiting time in ETD 

Figure 1 shows that as patients arrive at ETD, they are 
screened at the triage and later registered. They wait for doctor 
consultation; the time between      this stage is called Arrival 
to Consult (ATC) waiting time [11]. The Length of Stay 
(LOS) meanwhile measure the total servicing time and a 
prolonged ATC contributes to overcrowding resulting in low 
patient satisfaction. 

The data was collected for three months where 1174 
patient were included in the study. There were 587 data for 
RTLS scenario, and 587 data for non-RTLS scenario. 

IV. RESULTS AND ANALYSIS 

A. Findings 

 
Fig. 4. ATC time Mean Comparison for non-RTLS (HIS) and RTLS-based 
system (HIS+RTLS) 

The ATC time mean has dropped from the mean of 45.20 
minutes to 39.50 minutes whereas the standard deviation 
reduces from  45.17 minutes 35.77 minutes when HIS+RTLS 
is introduced in the ETD workflow. The data obtained in 
Figure 4 showed that the RTLS has reduced the measured 
ATC, and the data spread is more distributed within the mean 
compared to non-RTLS.  

 
Fig. 5. LOS Mean Comparison for non-RTLS (HIS) and RTLS-based 
system (HIS+RTLS) 

The LOS mean has dropped from 3067.59 minutes to 152 
minutes with a reduced standard deviation of 110.74 minutes  
from 1127.48 minutes for  HIS+RTLS based ETD workflow 
as illustrated in Figure 5. The reduction is significant due to 
the inaccuracy and time lapses of manual time updates in an 
HIS without RTLS within the current workflow. 

Figure 6 and figure 7 shows the time distribution of the 
ATC waiting time. The waiting time has a as condensed 
distribution for HIS+RTLS as compared to the non-RTLS 
system. The histograms show a representation of the results in 
Figure 4 where the spread for the HIS only system is around 
200 ms while for HIS+RTLS is around 150 ms. 

 

 
Fig. 6. ATC time Histogram for non-RTLS (HIS) 

 

Fig. 7. ATC time Histogram for RTLS (HIS+RTLS) 

 

V. CONCLUSION 
The implementation of BLE-based RTLS patient tracking 

to monitor patient flow has shown substantial improvements 
in ETD operation. The system enables real-time patient ATC 
and LOS monitoring to improve overcrowding of the ETD.  
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Abstract— Skew estimation and correction play a crucial 
role in detecting and recognizing text from scanned-document 
images. In many documents such as financial reports, social 
insurance documents, etc., tables occupy mainly its contents. In 
this paper, we propose a skew estimation and correction method 
for scanned tables. As the tables have many different structures 
with/without bounding lines, the method is based on information 
of detected bounding boxes of words inside each table by deep 
learning techniques. The approach is divided into 3 steps. 
Firstly, 4-sided polygons of words are located by using deep-
learning-based text detection methods. Then, the ten longest lines 
of ten 4-sided polygons are used to create angles with the image’s 
horizontal line. Noisy angles, which have variances higher than 
a threshold compared to average one, are removed. Then, a skew 
angle of each table is created by averaging the remaining ones 
which are not noise. To solve the challenge of up-side-down table 
after rotation, it is based on a certainty of text recognition using 
another PP-OCR model. Our self-developed method has 
demonstrated the Average Error Deviation of 0.21° in detecting 
the angle of rotation for skew table ranging from –175° to 180°. 

Keywords—correction, OCR, skew detection, table, text 
detection 

I. INTRODUCTION 
Latterly, document images have witnessed an exceptional 

expansion in terms of quantity. Consequently, Document 
Image Processing (DIP) system becomes progressively crucial 
[1]. One of the most common techniques for document 
digitalization is scanning [2]. The document scanning process 
produces skewed document images which will have negative 
effects on the performance of subsequent phases such as 
Optical Character Recognition (OCR) [3], Table Extraction 
(TE) [4]. For years, researchers have been conducting a variety 
of estimation-and-correction methods for document image 
skew [5] adopting different approaches namely Projection 
Profile (PP) analysis, Hough transform, Fourier transform, 
etc.  

The PP, which is also called a histogram, is generated by 
projecting a binary image onto a one-spatial vector [5]. 
Preponderantly, a scanned document image achieves 
maximum peaks of the histogram if its content is not skewed. 
To detect the inclination, a document image has to be rotated 
and examined the peaks of its projection profile continuously. 
This procedure caused the fundamental problem of traditional 
PP-based approaches which is high computational cost [6]. To 
overcome the obstacle, various researchers computed the 
histogram based on only a portion of the entire documents [7]. 

Additionally, another drawback of the conventional PP-based 
approach is the instability of accuracy when encountering 
dense-content images. Recently, to resolve the mentioned 
issue, Bao et al [2] proposed piecewise projection profile 
method in 2022. The method introduces valley, which is the 
number of black pixels belonging to only a specific rectangle 
area of horizontal projection profile, to determine the skew 
angle. The rotation angle, which minimizes the valley value, 
is the estimated inclination angle of input document. The 
approach could decrease by approximately 80% of time 
complexity while still achieving similar accuracy as the 
traditional projection profile method.  Furthermore, the 
effectiveness of PP-based approaches is also challenged by 
document images with graphics [6]. In 2020, to estimate tilt 
angle effectively on graphic document images, Khuman et al. 
[8] combines horizontal projection profile and entropy. The 
efficiency of the proposed algorithm was proved on well-
known benchmarks such as ICDAR 2013 and Meitei/Meetei 
document images with achieved precision of 0.5. Finally, yet 
significantly, PP-based approaches for document image skew 
estimation and correction are also applicable for woven fabric 
images [9].  

Hough transform, which is introduced by Paul Hough in 
1962, is a competent method for line detection on two-level 
images [10]. The method employs a mathematical 
characteristic in which intersection points in Polar coordinates 
is corresponding to lines in Cartesian coordinates [6]. For 
years, the Hough transform has been effectively adopted for 
de-skewing document images suffering inclination angles 
[11]. In 2022, Bao et al. [2] utilized the Hough line detection 
method for estimating tilt angle of form images such as 
document images with bordered tables. To overcome noise in 
skew images, Probabilistic Hough Transform (PHT) and 
clustering are combined by Ahmad et al. [6] in order to 
estimate the inclination of document images. Firstly, PHT is 
utilized for locating lines. Subsequently, cluster with the 
maximum number of parallel lines is identified and adopted 
for determining the tilt angle. Furthermore, Morphological 
Skeleton and Progressive Probabilistic Hough Transform 
(PPHT) are employed to de-skew historical documents [5]. 
Firstly, the Morphological Skeleton is used for removing 
redundant pixels. Afterward, PPHT is utilized for locating 
image lines in order to estimate global inclination angle of the 
input document images.  

In recent times, deep learning approaches are employed for 
estimate inclination angle of scanned images. In 2020, Akhter 
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et al. [12] proposed a ConvNet architecture with an output 
layer of 360 classes corresponding to slant angles between 0 
and 359°. A limitation of this method is that it only results in 
discrete skew angles. On the other hand, the actual inclination 
angles can take any continuous value within the range of -180° 
to 180°.  

In document image analysis, understanding table 
document images has attracted considerable attention over the 
recent decade [13]. However, to the best of our knowledge, 
there is no test set built specifically for the problem of table 
document image skew estimation and 
correction.  Additionally, based on our survey, most of the 
document image skew estimation and correction approaches 
are only evaluated on or capable of tackling limited inclination 
angle range such as (- 90°; 90°) [14], (-45°; 45°) [2], (-44.9°; 
44.9°) [15]. Furthermore, deep learning approaches have not 
received enough attention. In this research, we propose a novel 
approach to skew estimation and correction for table 
document images which is built on robust deep learning 
models for text detection. Our proposed method has the 
capability of handling any continuous inclination angle from -
180° to 180°. Moreover, we also introduce a new test set 
(called the AICS Table Skew) specifically designed for 
evaluating methods of table document image skew estimation 
and correction. The results of our proposed approach can be 
the baseline for future studies on the AICS Table Skew test 
set.  

Overall, the main contributions of our research are:   

• A new test set named AICS Table Skew is created, 
which contains only scanned tables. The tables in the 
dataset have a high accuracy of rotated angles and a 
wide diversity of contents and characteristics. 

• A novel method using information extracted by text 
detection methods is introduced to de-skew table 
document images. 

 

II. PROPOSED METHOD 

A. Method Overview 
In this paper, a skew estimation and correction method is 

proposed for scanned tables, which have diverse contents and 
structures. For example, tables have variants of bordered or 
borderless. Fig.1 shows 3 main stages namely text detection, 
skew angle estimation, and rotation & post processing. At the 
beginning of the process, text detection is performed on 
scanned skew table, resulting in 4-sided polygons for text. In 
the skew angle estimation step, skew angle is detected by using 
the ten longest lines of ten 4-sided polygons. Then in the final 
step, document table images are rotated by two possible skew 
angles. Subsequently, PP-OCR model is used to detect texts of 
the two rotated images and the image with a higher OCR 
confidence score is selected. Finally, the three steps are applied 
to the selected image again to achieve higher accuracy.  

 
Fig. 1. Block diagram of proposed method 

Our proposed approach for skew estimation and correction 
is illustrated in Algorithm 1 as follows.  

 

 

Algorithm 1: Pseudo code for our proposed method  
INPUT: Scanned document image with skewed table   
TEXT DETECTION  
Step 1:  

CRAFT model, which is used for detecting text in the 
input image, returns 4_sided_text_polygons 

 

SKEW ANGLE ESTIMATION   
Step 2:  

intermediate_lines = []  
 

for each polygon in 4_sided_text_polygons do  
polygon_longest_line = the longest line of the 
polygon 
intermediate_lines.append(polygon_longest_line)  

end for  

 

selected_lines = list of the 10 longest lines of 
immediate_lines  

 

Step 3:  
selected_angles = [], angles of the longest lines selected  

 

for each line in selected_lines do  
      𝜃𝜃 = angle of line with the image’s horizontal line  
      selected_angles.append(𝜃𝜃)  
end for  

 

Step 4:  
Calculate average angle α and standard deviation σ of 
selected_angles  

 

Step 5:  
if σ > 0.5 then  

Remove the line in selected_lines which has the 
maximum |𝜃𝜃 - α| and its 𝜃𝜃 in selected_angles then 
return to Step 4  

end if  

 

ROTATION & POST PROCESSING   
Step 6:  

if α < 0 then   
     α' = α + 180  
else  
     α' = α - 180  
end if  

 

rotated_img_a = The input image is rotated by angle -α   
rotated_img_a’ = The input image is rotated by angle -α’   

Step 7:  
Determine the confidence score of each table using PP-
OCR  

 

x = confidence_score(rotated_img_a)   
y = confidence_score(rotated_img_a’)   
if x > y then  
     output_img = rotated_img_a  
else  
      output_img = rotated_img_a’  
end if  

 

repeat steps 1 – 7 once using PP-OCR in step 1   
return output_img  
 

B. Method Details 
1) Text Detection  
Step 1: In our method, the image goes through two separate 

text detection steps, with each process being performed once. 
In the first process, we utilized CRAFT (Character Region 
Awareness for Text Detection) [16], which provides 4-sided 
polygons for individual words and performs exceptionally 
well when dealing with significant skew. This allowed us to 
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obtain precise results in such cases. Then at this stage of the 
second process, we use PP-OCR [17], which provides 4-sided 
polygons for words that are close together. Thus, it performs 
effectively when dealing with minor skew. By adopting the 
two text detection methods, our system achieved promising 
accuracy across various skew conditions.  

2) Skew Angle Estimation 
Based on our observation, as the length of the longest line 

in 4-sided polygons increases, the accuracy of estimating skew 
angles improves. Therefore, text polygons which have the 
longest lines are employed to estimate skew angle of the table 
image. The specific details of this stage are described below.  

Step 2: Determining the length of each side of each text 
polygon using (1): 

𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 = √(𝑥𝑥1 − 𝑥𝑥2)2 + (𝑦𝑦1 − 𝑦𝑦2)2 () 
where (𝑥𝑥1, 𝑦𝑦1) and (𝑥𝑥2, 𝑦𝑦2) represent the coordinates of the 
vertices of the text polygons determined before. For each 
polygon, find its longest line. 

Step 3: Calculating the angles 𝜃𝜃𝑖𝑖  formed by the longest 
lines of each text polygon with the Ox axis, as shown in Figure 
2: 

 
Fig. 2. Calculating the angle 𝜃𝜃𝑖𝑖 

Step 4: Calculating average angle 𝛼𝛼  and standard 
deviation 𝜎𝜎 formed by the 10 angles of the 4-sided polygons 
with the longest lines using (2) and (3): 

𝛼𝛼 =
∑ 𝜃𝜃𝑖𝑖

𝑛𝑛
𝑖𝑖=1

𝑙𝑙  

 
() 

𝜎𝜎 = √∑ (𝜃𝜃𝑖𝑖 − 𝛼𝛼)2𝑛𝑛
𝑖𝑖=1

𝑙𝑙 − 1  () 

where n represents the number of selected polygons. 

Step 5: To achieve the highest accurate result, the 
permissible standard deviation is set as STD_THRESH = 0.5°. 
Therefore, if 𝜎𝜎  is greater than STD_THRESH, the text 
polygons and its angle, which have maximum |𝜃𝜃 − 𝛼𝛼|, will be 
removed. The average angle α is updated again and the process 
is repeated until 𝜎𝜎 does not exceed STD_THRESH. 

Finally, when the standard deviation reaches the 
permissible level, the last calculated angle 𝛼𝛼  will be 
considered as the skew angle of the table.  

3) Rotation & Post Processing   
Step 6: At this stage, the document table image is rotated 

by two different angles, denoted as −𝛼𝛼 and −𝛼𝛼′, where angle 
α’ is calculated using (4) because if the image is only rotated 
by −𝛼𝛼, there is a chance that the image will be upside-down.  

𝛼𝛼′ = { 𝛼𝛼 − 1800, 𝑙𝑙𝑓𝑓 𝛼𝛼 ≥ 0
𝛼𝛼 + 1800, 𝑜𝑜𝑜𝑜ℎ𝑙𝑙𝑒𝑒𝑒𝑒𝑙𝑙𝑒𝑒𝑙𝑙 () 

Step 7: After the original table image is rotated by the two 
angles, two different tables are returned: one is correctly 
rotated, and the other is upside-down. Through the 
experimental process, the confidence score when applying PP-
OCR on the correctly rotated tables is higher than the upside-
down tables. Therefore, the image with a higher confidence 
score is selected to avoid upside-down situation.  

Finally, the above process is repeated one time with the use 
of PP-OCR in step 1 to increase the accuracy.  

III. EXPERIMENTS AND RESULTS 
In this section, we will describe how the AICS Table Skew 

test set is collected and present the evaluation results of the 
proposed method on this test set. The method’s performance 
was evaluated using standard evaluation metrics such as 
Average Error Deviation and Standard Deviation.  
Furthermore, an analysis was conducted to examine the 
distribution of images based on the skew angles after the 
correction. 

A. Test set preparation 
Our test set includes financial statements and social 

insurance table images collected from the official websites of 
banks, companies, and insurance organizations in Vietnam. To 
ensure that the tables are not skew, for each image, 6 points 
named A, B, C, D, E, and F along the bottom table line are 
created (or another horizontal line on the document if the table 
has no bottom line) to calculate three angles formed by the axis 
Ox and the sides AB, CD, and EF. Images with a mean value 
of the three angles less than 0.05 degrees are considered as the 
non-skewed images. Then, these non-skewed images are 
augmented, resulting in a total of 720 images with angles 
ranging from -175 to 180 degrees, with a 5-degree step. 

B. Experimental Results 
Following the test set's preparation, the proposed method 

was applied to each document image for evaluation purposes.  

For every document table image 𝑗𝑗  of our test set, the 
distance 𝐸𝐸(𝑗𝑗) between the ground-truth and the estimation of 
our method was calculated for evaluation. In order to measure 
the performance of our method, the following three criteria 
were used: the Average Error Deviation (𝐴𝐴𝐸𝐸𝐴𝐴), the Standard 
Deviation (𝑆𝑆𝑆𝑆𝐴𝐴), and the percentage of Correct Estimations 
(𝐶𝐶𝐸𝐸). The definition of the above criteria is given in the rest 
of this section.  

The 𝐴𝐴𝐸𝐸𝐴𝐴, 𝑆𝑆𝑆𝑆𝐴𝐴 and 𝐶𝐶𝐸𝐸  criterion are described by the 
following (5), (6) and (7) where n equals to 720 denotes the 
number of table images of our test set:  

𝐴𝐴𝐸𝐸𝐴𝐴 =
∑ 𝐸𝐸(𝑗𝑗)𝑛𝑛

𝑗𝑗=1
𝑙𝑙  

 

() 

𝑆𝑆𝑆𝑆𝐴𝐴 = √∑ (𝐴𝐴𝐸𝐸𝐴𝐴 − 𝐸𝐸(𝑗𝑗))2𝑛𝑛
𝑗𝑗=1

𝑙𝑙 − 1  

 

() 

𝐶𝐶𝐸𝐸 =
∑ 𝐾𝐾(𝑗𝑗)𝑛𝑛

𝑗𝑗=1
𝑙𝑙  𝑒𝑒ℎ𝑙𝑙𝑒𝑒𝑙𝑙 𝐾𝐾(𝑗𝑗) = {1 𝑙𝑙𝑓𝑓 𝐸𝐸(𝑗𝑗) ≤ 1°

0 𝑜𝑜𝑜𝑜ℎ𝑙𝑙𝑒𝑒𝑒𝑒𝑙𝑙𝑒𝑒𝑙𝑙  

 

() 

TABLE I.  AED, STD, AND CE OF PROPOSED METHOD ON AICS 
TABLE SKEW 

Metric 𝑨𝑨𝑨𝑨𝑨𝑨(°)  𝑺𝑺𝑺𝑺𝑨𝑨(°)  𝑪𝑪𝑨𝑨(%) 

Value 0.21 0.24 98.47 
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As shown in Table I, our algorithm demonstrates 
exceptional performance by achieving an AED of only 0.21 
degrees. This result on the AICS Table Skew test set is 
equivalent to some other methods on the DISEC’13 [18] 
benchmark data set. Additionally, when applying a threshold 
of 1 degree, our method accomplished a Correct Estimations 
(CE) rate of 98.47%.  

TABLE II.  TABLE OF DISTRIBUTION OF ANGLE COUNTS BY VALUE 
RANGES 

Angle ranges [0°;0.1°)  [0.1°;0.5°)   [0.5°;1°)   [1°;1.8°)   
Number of 

images 300 348 61 11 

For deeper analysis, a statistical examination of the 
distribution of skew angles after the correction is conducted, 
as shown in TABLE II. Out of the total of 720 images, 709 
images (98.47%) are less than 1 degree. This result 
demonstrates the success of the skew correction by the 
proposed method, leading to accurate results.  

IV. CONCLUSION AND FUTURE WORK 
In our study, an accurate method based on text detection to 

estimate and correct skew angles in table images, which has 
been evaluated on our AICS Table Skew test set is proposed. 
Furthermore, our approach is independent of table 
characteristics and relies exclusively on the textual content 
within the image. This feature enables our method to be 
applicable not only to table images but also to diverse types of 
text images. However, the existence of a few images (1.53%) 
with skew angles exceeding 1 degree indicates the limitation 
of our method. Future research is required to handle these 
cases as well as optimize the accuracy and speed of our 
method, which allows us to achieve better results and 
advancements in various applications.  
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Abstract— Latent Dirichlet Allocation (LDA) is a popular 
statistical model used for topic recognition by extracting 
keywords from unread documents. Researchers and 
practitioners face the challenge of selecting the optimal number 
of topics, denoted as 'k', as the ground truth is unknown and the 
chosen number of topics may exceed the optimal one. Perplexity 
and topic coherence are commonly used methods for selecting 
'k', but they require manual steps. This research proposes an 
implementation using Jensen Shannon Divergence (JSD), a 
heuristic method that estimates the number of topics in a given 
query from retrieved documents. The goal of this study is to 
enhance the LDA model by automatically selecting the optimal 
number of topics based on JSD, reducing the computational 
burden while maintaining good performance. The proposed 
model, demonstrated in this research, utilizes maximum 
likelihood for fitting the data, with JSD providing precise 
measurement of the goodness-of-fit and efficient properties. The 
research consists of three phases: determining characteristics to 
improve LDA performance, developing and enhancing the LDA 
model for efficient topic selection using JSD, and validating the 
proposed model through classification evaluation and 
computational efficiency analysis. The datasets are generated 
from Reddit and Twitter posts on depression and non-
depression. Bag of Words (BoW) vector, one of Vector Space 
Model (VSM) and optimal number of topics are used to generate 
the latent topic distribution with feature vectors that can be 
categorized using machine learning algorithms. LDA-JSD 
outperform other methods with ET classifier that are 99% 
accuracy and 0.995 F1-score. The result show that our proposed 
method may effectively improve performance accuracy. When 
compared to other existing methodologies, LDA-JSD execution 
is more efficient, and the resulting features can be applied to text 
classification. 

Keywords— Latent Dirichlet Allocation, Topic Detection, 
Natural Language Processing, Text Classification, Artificial 
Intelligence 

I. INTRODUCTION  
Latent Dirichlet Allocation (LDA) is a widely used 

statistical model for topic recognition and keyword extraction 
from unread documents. The selection of the optimal number 
of topics (k) poses a challenge as the ground truth is typically 

unknown, and choosing a higher number of topics than 
necessary can lead to suboptimal results. Existing methods for 
determining the optimal number of topics, such as perplexity 
and topic coherence, have limitations and require manual 
intervention. This research aims to address this issue by 
proposing an approach that utilizes Jensen Shannon 
Divergence (JSD) to automatically select the optimal number 
of topics in LDA. By estimating the number of latent concepts 
(topics) in a given query from retrieved documents, JSD offers 
the potential for accurate and efficient topic selection. 
Additionally, JSD has shown promise in performing big-data 
Genome-wide association studies (GWAs) for identifying 
complex diseases' genome-wide multi-locus interactions. The 
objective of this research is to enhance the LDA model by 
leveraging JSD for efficient and reliable topic selection, 
reducing computational burden while maintaining good 
performance. 

 

II. LITERATURE REVIEW 
The literature on topic modeling and selection methods for 

Latent Dirichlet Allocation (LDA) [1] reveals various 
approaches and challenges. Despite the availability of 
techniques such as perplexity and topic coherence for 
determining the optimal number of topics, it is noteworthy that 
many researchers still rely on manual approaches to select the 
appropriate value of k [2]. The manual selection process raises 
concerns regarding subjectivity and the need for more 
efficient and automated methods. Researchers have also 
investigated alternative measures, such as Jensen Shannon 
Divergence (JSD) [4], which accurately estimates the number 
of latent concepts (topics) based on retrieved documents. 
Moreover, JSD has shown promise in big-data Genome-wide 
association studies (GWAs) by detecting complex diseases' 
genome-wide multi-locus interactions. However, there is a 
need for an efficient and accurate method that combines the 
benefits of JSD with LDA to automatically select the optimal 
number of topics. This literature review highlights the gap in 
research and the necessity for an improved LDA model that 
leverages JSD for efficient and reliable topic selection, while 

155 ICMIC 2023



reducing the computational burden and maintaining good 
performance. 

 

III. METHODOLOGY 
In this research, a comprehensive methodology is applied 

to enhance the Latent Dirichlet Allocation (LDA) model for 
efficient and accurate selection of the optimal number of 
topics. The methodology consists of three main phases. 

 
Fig. 1. The research methodology 

In the first phase, we aim to determine the characteristics 
that can improve the performance of the LDA model. This 
involves an in-depth analysis of the LDA algorithm and its 
underlying assumptions, as well as exploring various factors 
that may impact the quality of topic modeling. By identifying 
these characteristics, we can better understand the strengths 
and limitations of the LDA model and lay the foundation for 
its improvement. 

The second phase focuses on the development and 
enhancement of the LDA model to efficiently select the 
optimal number of topics using Jensen Shannon Divergence 
(JSD) as a key component. JSD, a heuristic method, has the 
potential to accurately estimate the number of latent concepts 
(topics) in a given query based on retrieved documents. We 
will integrate JSD into the LDA model, leveraging its ability 
to measure the goodness-of-fit precisely and efficiently for 
maximum likelihood estimation. By incorporating JSD, we 
aim to provide a more robust and automated approach for 
selecting the optimal number of topics in LDA. 

In the third phase, we will validate the proposed model 
through classification evaluation and computation efficiency 
analysis. Classification evaluation will assess the performance 
of the enhanced LDA model in terms of topic quality, 
coherence, and interpretability. We will compare the results 
with baseline LDA models and other existing methods for 
topic selection. Additionally, we will conduct computation 
efficiency analysis to measure the reduction in computational 
burden achieved by the proposed model. Performance time 
analysis will be conducted to evaluate the efficiency of the 
model in handling large-scale datasets and complex scenarios. 

Throughout the methodology, we utilize relevant datasets 
and benchmark tests to ensure the reliability and validity of 
the proposed enhancements. The results obtained from these 
experiments will provide insights into the effectiveness and 
practicality of the proposed methodology in improving the 
LDA model for topic selection. 

 

IV. THE EXPERIMENTAL DESIGN  
Our research includes a technical overview of methods 

used for identifying depression via NLP and text classification 
techniques. Data is cleaned and features are extracted using 
Bag of Words (BoW) vector, one of vector space models 
(VSM) [4]–[7] and number of topics, k to generate the latent 
topic distribution with feature vectors that can be categorized 
using machine learning classifiers, and finally experimental 
setup are shown in Fig. 2. 

 
Fig. 2. The Experimental Setup 
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A. Benchmark Evaluation Datasets 
For benchmarking, our suggested model is compared with 

baseline LDA following research by [8], we used D1 Reddit-
based created by [9]. This dataset contains a list of depressed 
and non-depressed users from Reddit. The data corpus 
comprises 1293 depression posts and 548 non-depression 
posts. Posts submitted by non-depressed people are gathered 
from subreddits about education and personal finance. 

 

B. Validation Datasets  
For training, we used D2 Reddit-based dataset created by 

[10], which comprises of postings known as subreddits that 
were extracted with a focus on particular mental health 
communities of Reddit users during COVID-19, such as 
depression subreddit (r/depression) and non-mental health 
subreddits, such as education (r/teaching) and personal 
finance (r/personalfinance).  We collected 3000 depression 
posts and 603 non-depression ones.  

For testing, we used D3 Twitter-based dataset. The 
dataset, which was compiled by [11], [12], includes a 
collection of Twitter users’ posts during COVID-19 . We 
sample 29752 negative sentiments that can be classified as 
depress posts and 246 positive sentiments as non-depress 
posts [13], [14]. 

 

V. EXPERIMENTS AND ANALYSIS FOR BENCHMARKING 
 

In this section, we conduct experiments to perform 
benchmarking with methods such as baseline LDA model and 
our proposed model, LDA-JSD using 10-fold cross validation 
to classify depression posts. We run each model on D1 dataset 
and report the accuracy, f1-score, precision and recall. 

 

A. Classification Accuracy 
Table I shows performance results of the classification 

models. We applied three machine learning classifiers: 
AdaBoost, Support Vector Machine (SVM) and Random 
Forest (RF) following [8]. Our proposed model (LDA-JSD) 
outperforms baseline LDA with Random Forest  classifier to 
detect depression with 70% accuracy and F1-score 0.80 score 
as well as AdaBoost classifier with 71% and F1-score 0.81.  

TABLE I.  PERFORMANCE RESULTS OF THE CLASSIFICATION MODELS 

Met. Number 
of 

Selected 
Features  

Classifier Acc. F1-
score 

Precis
ion 

Recall 

LDA 

70 

AdaBoost 66% 0.74 0.61 0.95 

SVM 72% 0.80 0.75 0.88 

RF 68% 0.67 0.68 0.68 

LDA
-JSD 

5 

AdaBoost 71% 0.81 0.75 0.89 

SVM 72% 0.83 0.73 0.96 

RF 70% 0.80 0.76 0.84 

 
 

VI. EXPERIMENTS AND ANALYSIS FOR COMPARATIVE STUDY 
 

In this section, we conduct experiments to compare our 
proposed method with other methods to select optimal number 
of topics. We validate each method on D3 dataset using three 
evaluation metrics that are classification accuracy, clustering 
evaluation and topic coherence. First metric is using 
classification accuracy used accuracy, f1-score, precision and 
recall. Second metric is Purity [15] and Normalized Mutual 
Information (NMI) [16] are used for clustering evaluation. 
Next is Normalised Pointwise Mutual Information (NPMI) 
[17] is used for evaluating topic coherence, an improved 
formulation replacing PMI with log conditional probability. 
After that, we compare the performance time of various topic 
selection methods. 

 

A. Classification Accuracy 
 

Table II depicts performance results of the classification 
models. We apply SVM and Extra Trees (ET) for this 
experiment following research by [10]. LDA-JSD outperform 
other methods with ET classifier that is 99% accuracy and 
0.995 F1-score. 

 

TABLE II.  PERFORMANCE RESULTS OF THE CLASSIFICATION MODELS 
BASED ON SELECTED FEATURES 

Met. Number 
of 

selected 
features 

Classifier Acc. 
(%) 

F1-
score 

Preci
sion  

Recal
l  

Topic 
Cohere

nce 

7 SVM 100.0 0.996 0.993 1.00 

ET 98.9 0.994 0.994 0.99 

Perple
xity 

2 SVM 100.0 0.996 0.993 1.00 

ET 98.6 0.992 0.994 0.99 

LDA-
JSD 

4 SVM 100.0 0.996 0.993 1.00 

ET 99.0 0.995 0.993 1.00 

 
 
 

B. Clustering Evaluation and Topic Coherence  
 

Table III depicts the evaluation results of the clustering 
based on the different number of optimal k. We apply Purity 
and NMI to perform cluster evaluation and NPMI for topic 
coherence evaluation. Perplexity outperforms other methods 
with NMPI score 0.0044. 

TABLE III.  CLUSTERING EVALUATION AND TOPIC COHERENCE 

Method Number 
of 

Selected 
Features/
Optimal 

‘k’ 

Purity NMI NPMI 

Topic 
Coherence 

7 0.9917 1.0 -0.0392 

Perplexity 2 0.9917 1.0 0.0044 
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LDA-JSD 4 0.9917 1.0 0.0023 

 
 

C. Performance Time  
 

Fig. 3 depicts performance time executed on training data 
between LDA-JSD, Perplexity and Topic Coherence. Based 
on the figure, LDA-JSD is more efficient than other methods. 

 
Fig. 3. The performance time 

VII. DISCUSSION 
For benchmarking section, LDA-JSD achieved higher 

accuracy compared to baseline LDA. LDA-JSD automatically 
select true optimal ‘k’ that provide accurate number of 
selected features to classify the depression posts. 

Validation results show that LDA-JSD excels in overall 
evaluation metrics, classification accuracy and clustering 
evaluation. However, for topic coherence (NMPI) evaluation, 
perplexity excels. We compare the efficiency of various 
methods using performance time to select optimal ‘k’. Among 
all methods evaluated, LDA-JSD is the most efficient as 
expected. Even though, our proposed method falls behind 
perplexity in topic coherence evaluation but it still indicates as 
effective because number of topics when reach optimal 
threshold value 1, JSD able to detect full differences between 
topics and not overlap in terms of their probability 
distributions. Even though Topic coherence with ET classifier 
that is 98.9% accuracy that selects optimal number of topics 
or achieve number of selected features, 7 achieves negative 
score, -0.0392 in NPMI compared to other methods. 
Moreover, topic coherence also spends much more time 
compared to the other two methods. 

 

VIII. CONCLUSIONS 
This paper presents a new method for selecting a number 

of LDA topics for text classification based on JSD. It proposes 
a new method for automatically detecting optimal number of 
topics from social media in order to classify depression-
COVID-19 related posts. Our research indicates that selecting 
the optimal number of topics can lead to appropriate feature 
extraction and increase the accuracy of text classification 
results. For future work, we would like to increase and test the 
sample size of datasets to take advantage of distributed or 
parallel environment that can be used in handling large-scale 
datasets. 

ACKNOWLEDGMENT  

This work was financially supported by the Ministry of Higher 
Education Malaysia under Fundamental Research Grant 
Scheme FRGS/1/2021/ICT06/UTM/02/6). 

 

REFERENCES 
 

[1] D. M. Blei, A. Y. Ng, and J. B. Edu, “Latent Dirichlet Allocation 
Michael I. Jordan,” J. Mach. Learn. Res., vol. 3, pp. 993–1022, 2003. 

[2] S. Sbalchiero and M. Eder, “Topic modeling, long texts and the best 
number of topics. Some Problems and solutions,” Qual. Quant., vol. 
54, no. 4, pp. 1095–1108, Aug. 2020, doi: 10.1007/s11135-020-00976-
w. 

[3] F. Nielsen, “On the Jensen–Shannon Symmetrization of Distances 
Relying on Abstract Means,” Entropy, vol. 21, no. 5, May 2019, doi: 
10.3390/E21050485. 

[4] C. C. Aggarwal and C. X. Zhai, “Mining text data,” Mining Text Data, 
vol. 9781461432234, pp. 1–522, Aug. 2013, doi: 10.1007/978-1-4614-
3223-4/COVER. 

[5] [2] F. Wang and K. Orton, “Community verification with topic 
modeling,” Lecture Notes in Computer Science (including subseries 
Lecture Notes in Artificial Intelligence and Lecture Notes in 
Bioinformatics), vol. 10251 LNCS, pp. 278–288, 2017, doi: 
10.1007/978-3-319-60033-8_25/COVER. 

[6] [3] Y. Fang, Y. Guo, C. Huang, and L. Liu, “Analyzing and 
Identifying Data Breaches in Underground Forums,” IEEE Access, vol. 
7, pp. 48770–48777, 2019, doi: 10.1109/ACCESS.2019.2910229. 

[7] [4] C. Badenes-Olmedo, “Semantically-enabled Browsing of Large 
Multilingual Document Collections,” 2021. 

[8] [5] M. M. Tadesse, H. Lin, B. Xu, and L. Yang, “Detection of 
depression-related posts in reddit social media forum,” IEEE Access, 
vol. 7, pp. 44883–44893, 2019, doi: 10.1109/ACCESS.2019.2909180. 

[9] [6] I. Pirina and Ç. Çöltekin, “Identifying Depression on Reddit: The 
Effect of Training Data,” pp. 9–12, Jun. 2018, doi: 10.18653/V1/W18-
5903. 

[10] [7] D. M. Low, L. Rumker, T. Talkar, J. Torous, G. Cecchi, and S. S. 
Ghosh, “Natural language processing reveals vulnerable mental health 
support groups and heightened health anxiety on reddit during COVID-
19: Observational study,” J Med Internet Res, vol. 22, no. 10, Oct. 
2020, doi: 10.2196/22635. 

[11] [8] R. Lamsal, “Design and analysis of a large-scale COVID-19 
tweets dataset,” Applied Intelligence, vol. 51, no. 5, pp. 2790–2804, 
May 2021, doi: 10.1007/S10489-020-02029-Z/FIGURES/9. 

[12] [9] R. Lamsal, M. R. Read, and S. Karunasekera, “CORONAVIRUS 
GEO-TAGGED TWEETS DATASET,” 2023, Accessed: Jul. 17, 
2023. [Online]. Available: https://ieee-dataport.org/open-
access/coronavirus-covid-19-geo-tagged-tweets-dataset 

[13] [10] S. Ghosh and T. Anwar, “Depression Intensity Estimation via 
Social Media: A Deep Learning Approach,” IEEE Trans Comput Soc 
Syst, vol. 8, no. 6, pp. 1465–1474, Dec. 2021, doi: 
10.1109/TCSS.2021.3084154. 

[14] [11] X. Tao, R. Dharmalingam, J. Zhang, X. Zhou, L. Li, and R. 
Gururajan, “Twitter Analysis for Depression on Social Networks based 
on Sentiment and Stress,” BESC 2019 - 6th International Conference 
on Behavioral, Economic and Socio-Cultural Computing, 
Proceedings, Oct. 2019, doi: 10.1109/BESC48373.2019.8963550. 

[15] [12] Y. Zhao and G. Karypis, “Criterion Functions for Document 
Clustering * Experiments and Analysis”, Accessed: Apr. 09, 2023. 
[Online]. Available: http://www.cs.umn.edu/ 

[16] [13] C. Xue, J. Liu, X. Li, and Q. Dong, “Normalized-Mutual-
Information-Based Mining Method for Cascading Patterns,” ISPRS 
International Journal of Geo-Information 2016, Vol. 5, Page 174, vol. 
5, no. 10, p. 174, Sep. 2016, doi: 10.3390/IJGI5100174. 

[14] J. H. Lau, D. Newman, and T. Baldwin, “Machine Reading Tea 
Leaves: Automatically Evaluating Topic Coherence and Topic Model 

Quality,” 14th Conference of the European Chapter of the 
Association for Computational Linguistics 2014, EACL 2014, pp. 

530–539, 2014, doi: 10.3115/V1/E14-1056. 

158



XXX-X-XXXX-XXXX-X/XX/$XX.00 ©20XX IEEE 

Modelling and Optimization of a Couple of Block-
shaped Metasurface for Q-factor Enhancement. 

 
1st D, Mahmudin  

Research Center for 
Telecommunication  

National Research and Innovation 
Agency 

Bandung, Indonesia 
Faculty of Electrical Engineering 

Universiti Teknologi Malaysia 
Johor Bahru, Malaysia 

dadin@graduate,utm.my, 
dadi005@brin.co.id 

 

2nd S.M. Idrus 
Faculty of Electrical Engineering 

Universiti Teknologi Malaysia, Johor 
Bahru, Malaysia 
sevia@utm.my 

4th Y. N. Wijayanto 
Research Center for Electronics  

National Research and Innovation 
Agency 

Bandung, Indonesia 
yusu008@brin.co.id 

3rd M.Y.M. Noor 
Faculty of Electrical Engineering 

Universiti Teknologi Malaysia, Johor 
Bahru, Malaysia 

yusofnor@utm.my 

 

Abstract— Research on metasurface-based terahertz(THz) 
technology is in great demand because of its advantages and 
uniqueness. One of the advantages of all-dielectric metasurfaces 
over metallic metasurfaces is their lower ohmic loss. The Q-
factor is often a consideration in designing metasurface devices. 
Based on these descriptions, an All-dielectric metasurface 
structure of a block-shaped silicon-based unit cell is proposed. 
In this paper, the variables of the unit cell structure are 
optimized using electromagnetic analysis software. The trend of 
changing the geometric size of the unit cell to the Q-factor is 
analyzed. In the results of the simulation, a curve is obtained 
that describes the trend of changes in the Q factor when the unit 
cell variable size is changed. These results are expected to guide 
the design of metasurfaces in the THz range with the structures 
and materials discussed in this paper. 

Keywords—all-dielectric metasurface, terahertz, Q-factor, 
electromagnetic analysis software. 

I. INTRODUCTION  
In the last decade, electromagnetic waves in the range of 

0.1 to 100 THz, known as the Terahertz spectrum, have been 
investigated in various applications [1]. Similarly, to 
electromagnetic wave radiation in general, THz has the same 
properties such as reflection, refraction, interference, and 
diffraction. In addition to having its uniqueness, such as being 
non-pengion, it can identify many chemical and biological 
molecules through its characteristic resonance peaks and its 
ability to detect hidden objects [2]. In the field of 
telecommunications technology, the THz frequency range 
can meet the needs of high-speed wireless communications 
with wide bandwidth and high data throughput [3]. Although 
it has great potential in a wide variety of application fields, 
the terahertz spectrum has some drawbacks. In some cases, 
the utilization of the THz spectrum requires high costs, large 
dimensions, and difficult fabrication processes [4]. 

On the other hand, research in the field of metasurfaces 
has been carried out over all frequency ranges in many 
applications. [5] The properties of electromagnetic waves can 
be arbitrarily engineered as desired by adjusting the 
dimensions, shape, and material of the metasurface structure, 
thus allowing for the expansion of the field of application that 
can be explored. The high-quality factor (Q factor) as a 
consequence of sharp resonance is often one of the essential 
goals of metasurface design for various applications such as 
narrow band filters, ultra-sensitive sensors, and slow light 

devices. [6-8] Due to the high Q factor of the resonator, the 
device produces strong light-matter interactions so that an 
efficient platform in various application fields can be 
provided [8]. 

In the THz frequency range, the exploration of artificial 
"metasurface" materials to increase the Q-factor resonance is 
widely carried out. Initially, the material used to construct the 
metasurface structure was metal [9–10]. However, because 
the metallic metasurface causes ohmic loss, it is difficult to 
achieve high Q-factor resonance levels. This causes limited 
performance of metal-based metasurfaces in terms of 
sensitivity, operating speed, and transmission efficiency [11]. 

The high-index dielectric metasurface is the solution to 
metallic metasurface problems. In addition to being free from 
ohmic loss, low thermal conductivity, and efficient 
electromagnetic control [8, 11, 12]. Dielectric metasurface, 
known as All-Dielectric Metasurface (ADM), can generate 
mie resonance [12, 14]. Various advantages of mie 
resonance, such as effective control of the phase, amplitude, 
and polarization of the incident wave, resulting in perfect 
transmission, a perfect reflector, perfect damping, and 
nonlinear optics with strong electromagnetic energy 
localization, can be provided [13–15]. 

Based on the previous description, in this study, a 
metasurface structure with a unit cell of a couple of blocks 
shaped and attached obliquely with an angular orientation to 
a central point is proposed. The proposed metasurface 
structure can be seen in Fig. 1. The material used to build this 
metasurface is all dielectric. The basic material and unit cell 
are constructed by silicon dioxide (SiO2) and silicon, 
respectively. The more the variety of variables in the structure 
metasurface that can be changed, the more variations can be 
adjusted to find the optimum structure. Optimization of the 
proposed structure is employed by simulation using 
Electromagnetic Analysis Software (CST). The frequency 
response obtained from the simulation results will be 
calculated for the Q-factor value. From the simulation results 
obtained by varying the size of each variable in the unit cell, 
a graph is obtained that illustrates the tendency to change the 
Q factor when the size of the unit cell variable is changed. 
These results are expected to be a guide for designing 
metasurfaces in the THz range with the structures and 
materials discussed in this paper. 
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II. PROPOSED DESIGN 

A. Design 
The metasurface design proposed in this study uses 

silicon dioxide as a substrate with a refractive index (n) of 
1.94. A couple of block-shaped unit cells are placed on a 
substrate with an orientation angle of phi to the centre point. 
The unit cell material used is silicon (Si) with a refractive 
index value (n) of 3.42. The schematic design of the proposed 
metasurface structure can be seen in Fig. 1. Referring to 
Zhong et al., the dimension variable size is P1 = 176 mm, P2 
= 110 mm, h1 = 40 mm, h2 = 45 mm, Ly = 88 mm, and Lx = 
35 mm [7]. 

 

    
Fig. 1. Proposed Design 

These variables are dimensional variables whose values 
will be varied to determine the effect of changes on the Q-
factor and its working frequency. Based on these data, it will 
be possible to determine the value of the dimensional variable 
that produces the most optimal Q-factor and frequency shift. 
The unit cell dimensional variables can be seen in Table I and 
Table II. 

TABLE I.  LIST OF UNIT SEL DIMENSIONAL VARIABLES 

Variable  
h1 Substrate thickness (µm) 
h2 Resonator thickness (µm) 
P1 Substrate length (µm) 
P2 Substrate Width (µm) 
Lx Resonator Width (µm) 
Ly Resonator Length (µm) 

phi (θ) The angle of the orientation of the resonator 
to the center of the resonator ( 0) 

R The distance between the two center points 
of the resonator (µm) 

 

B. Simulation 
In this study, the simulation was carried out using the 

Electromagnetic Analysis (CST) software. If the input beam 
has impinged on the metasurface structure, then the reflected 
output beam will be investigated. Furthermore, all variables 
affecting the size of the metasurface structure will be varied. 
The effect of changes in metasurface structural variables on 
the output beam frequency response will be investigated. 

From the simulation results, the frequency response will 
be obtained in the form of the S - parameter, and then the Q-
factor value can be obtained. The Q-factor value can be 
obtained by the formula, 

   QFactor =
�

����
                                                    (1) 

 
where FWHM means full width at half the maximum of the 
peak value of the graph [14], meanwhile 𝜆𝜆 is the position of 
the peak of Resonance. After that, the tendency of changes in 
the size of each variable to the Q factor will be analyzed. 

TABLE II.  VARIATION  RANGE OF SIMULATION DIMENSIONAL 
VARIABLE 

Variable   Width step 
θ 0-250 - 
h2 45-80 µm 5 µm 
Lx 35-65 µm 5 µm 
Ly 72-96µm 5 µm 
R 0-15 µm 5 µm 
h1 30-60 µm 5 µm 
P1 168-188 µm 4 µm 
P2 102-126 µm 4 µm 

 

III. RESULTS AND DISCUSSION 
In this section, we will discuss the simulation results of 

phenomena that occur in the output beam due to changes in 
the environment of the metasurface structure. Fig. 2 shows 
the different frequency responses due to changes in the size 
of the geometry of the metasurface structure. It is seen that 
this change affects the Q-factor, resonant frequency, and 
reflectance. The spectral colours indicate the frequency 
response of different unit cell sizes. This means that the 
output beam properties can be manipulated by changing the 
environment of the metasurface structure. 

 
Fig. 2. Frequency response of the proposed Metasurface. 

 

Fig. 3. Q-factor curve to changes in the value of phi. 

After that, we discuss changes in Q-factors due to 
environmental changes in the metasurface 
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structure. Environmental changes occur due to geometric 
changes in the metasurface structure. The Q-factor is 
obtained from the spectrum of the output beam using formula 
1. Fig. 3-10 is a graph that explains the tendency of the Q-
factor value due to changes in the geometry of each 
parameter. 

Fig. 3 shows the curve of the Q-factor change when the 
angular θ position of the unit cell is varied. The unit cell angle 
position between 2.50 and 50 produces a good Q-factor, with 
a Q-factor above 1000. The best Q-factor is in the 30 position, 
which is 3183. After 50, the Q-factor continues to decrease; 
even after a position angle of 150, the Q-factor approaches 0. 
Fig. 4 shows the curve for the trend of the Q factor value due 
to changes in the thickness of the unit cell h2. The value of 
the Q factor decreases with increasing thickness. The Q-
factor also decreases with increasing length and width of the 
unit cell, although there is a slight increase in the Q-factor 
with increasing Lx width between 35 µm and 45 µm. These 
observations can be seen in Fig. 5 and 6. 

 

 
Fig. 4. Q-factor curve to changes in the value of h2.  

 

Fig. 5. Q-factor curve to changes in the value of Lx. 

 

 
Fig. 6. Q-factor curve to changes in the value of Ly. 

Fig, 7,8 and 9, are curves of the results of changes in the 
substrate. Varied parameters were height h1, length P1, and 
width P2. The change in h1 produces a curve that shows a 
value that decreases as the height of the substrate increases. 
While the increase in the value of the Q-factor occurs when 
the length of the substrate is increased. Changes also occur 
when the width of the P2 substrate is varied. From Fig. 9, it 
can be seen that changes in substrate width have a slight 
effect on the Q-factor. 

 
Fig. 7. Q-factor curve to changes in the value of h1 

 
Fig. 8. Q-factor curve to changes in the value of P1. 
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Fig. 9. Q-factor curve to changes in the value of P2. 

A conclusion about the relationship between changes in 
the value of the dimensional variable and changes in the 
values of the Q-factor, resonant frequency, and peak 
reflectance can be drawn from a series of tests of variations 
in the value of the metasurface unit cell dimensional variable 
carried out in the previous experiment. The average change 
in the variable's value produces the same effect, but the 
changes in phi and P2 get slightly different results. The two 
variables have the potential to be further varied in different 
combinations of variables. The relationship between the Q-
factor parameter and the resonant frequency with an increase 
in the value of the dimensional variable is summarized in the 
following Table III to facilitate reading. 

TABLE III.  SUMMARY  

Dimensional 
variables Q-factor Resonant 

frequency 
φ Decrease when φ = 3 Shift to the right 
 h2 Decrease Shift to the left 
 Lx Decrease Shift to the left 
Ly Decrease Shift to the left 

R Increase when close to 
R = 0 

Shift to the left 
when close to R = 0 

h1 Decrease Shift to the left 
P1 Increase Shift to the left 
P2 Decrease Shift to the right 

 

IV. CONCLUSION 
An all-dielectric metasurface with a couple of block-

shaped silicon-based unit cell structures is proposed. The 
optimization of the proposed structure is simulated using 
Electromagnetic Analysis Software (CST) by optimizing the 
variables of the unit cell structure, resulting in varying 
frequency responses. The trend curve for the change in the Q-
factor when the unit cell variable size is changed has been 
obtained. These results can be used as a guide in designing 
metasurfaces in the THz range with the structures and 
materials discussed in this paper. 
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Abstract— This paper proposes a system that utilizes radar to 
search for stationary objects (such as lighthouses, fixed structures, 
etc.) in narrow channels. It performs real-time identification of the 
distance and angle to the detected objects, enabling determination 
of the optimal point for maintaining or altering a specific course. 
Furthermore, in the presence of moving ships and obstacles, the 
system assesses the speed vector of the obstacle to evaluate the risk 
of collision. It actively avoids obstacles classified as dangerous and 
restores the vessel to its original course. 

Keywords—narrow channel, navigation assistance system, Path 
Deviation Monitor(PDM), obstacle avoidance 

I. INTRODUCTION 
Narrow channels are defined as waterways with limited 

width, often serving as the primary access points to naval bases. 
Navigating through these channels requires heightened caution 
due to the confined space and high concentration of ships and 
structures. Collisions involving ships or obstacles frequently 
occur in such areas. To mitigate these accidents, the navy has 
implemented various measures, including increased personnel 
deployment and extended duty hours. This paper aims to 
contribute to accident prevention in narrow channels by 
proposing a Narrow Channel Navigation Assistance System. 

Current autonomous vessel technology, classified under the 
International Maritime Organization's (IMO) marine autonomy 
levels, has reached the second stage out of four, which involves 
the vessel's ability to autonomously determine the optimal path 
[1]. However, due to the unique security and operational mission 
requirements of warships, directly adopting civilian ship 
technologies that rely on vision sensors for obstacle detection is 
unsuitable. Moreover, considering the navy's need to rapidly 
assess and respond to the dynamic maritime conditions within 
narrow channels, relying solely on path optimization technology 
presents challenges in assisting warship navigation. 

Traditionally, when deviating from the designated optimal 
course, experienced officers rely on subjective judgment to 
determine the deviation point and avoid moving obstacles. 

While this subjective judgment may not burden seasoned 
officers, it can pose challenges for junior officers who are still 
developing their navigation skills. Therefore, the need for an 
assistance system that alleviates the burden on junior officers 
while they refine their navigation techniques becomes 
imperative. 

This study proposes a radar-based system for navigating 
fixed markers such as lighthouses and buoys within narrow 
channels. It calculates the real-time distance and angle to these 
markers to guide the deviation point or maintain the course, with 
the system automatically implementing the required adjustments. 
Additionally, when encountering moving ships or obstacles, the 
system assesses collision risks based on the obstacle's velocity 
vector. It actively avoids obstacles categorized as dangerous and 
subsequently returns to the original course. This paper suggests 
the implementation of an automatic control algorithm to assist 
warship operations in narrow channels, aiming to enhance 
operational stability and ensure the safety of the crew during 
navigation. Furthermore, it will reduce the burden on junior 
officers who face the complexities of navigating through narrow 
channels. 

II. THEORETICAL BACKGROUND 

A. The Concept of CPA, DCPA, TCPA 
Closest Point of Approach (CPA) refers to the minimum 

distance between the two vessels when the own and target ships 
maintain the current course and speed, and gradually approach 
and sail. Further, Time to Closest Point of Approach (TCPA) 
refers to the time required for two vessels to reach the CPA and 
Distance at Closest Point of Approach (DCPA) related on the 
minimum distance between them. VTSO utilizes CPA and 
TCPA as major indicators to select priorities among vessel 
relationship pairs in the process of vessel traffic management. 
CPA and TCPA can be obtained using the principle shown in 
Fig. 1. 

If the coordinates, course, and speed of one's own ship are 
(, ),  , and  respectively, and those of the other ship are 
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(, ),  , and  respectively, then the time it takes to reach 
the CPA and the distance between one's own ship and the other 
ship at the CPA are calculated as follows. 

 = ( − ) − ( − )                  (1) 

 =  × 1 + 


 − 2 × 


 × cos( − )      (2) 

 =   × ( ()


)                     (3) 

 =  × cos( −  − )/                 (4) 

 

 

 

 

 

 

 

 

In this context,   is the relative distance between one's own 
ship and the other ship,   is the relative speed,  is the relative 
course,  is the bearing of the other ship, and  is the relative 
bearing. The closer both TCPA and DCPA are to 0, the higher 
the collision risk [2],[3]. 

B. Determing the Safety Distance 
There have been numerous studies aimed at defining a safety 

zone and reducing the risk of collision between vessels. 
According to Shaobo, over 90% of respondent sailors did not 
take any evasive action if the DCPA was more than 1.5NM [4]. 
Lyu and Sawada used a zone with a radius of 0.3NM as a risk 
area in their avoidance experiments, while Sawada [5] set it at 
0.5NM. 

  According to Article 22 of the International Regulations for 
Preventing Collisions at Sea (COLREGS), the intensity of the 
mast lights of vessels over 50m long must be set to be visible 
from a minimum distance of 6NM. Therefore, the range of the 
safety zone used in this paper will be set as a circle with a radius 
of 6NM. Zaccone defined collision zones, COLREG application 
zones, and free navigation zones as concentric circles, 
distinguishing areas of different risk levels [6]. The detection 
range in this paper is also composed of two circular zones as 
shown in Fig. 1. The smaller zone around the target ship is set 
as a safety zone, with the assumption that ships will collide 
within a 0.5NM range. The larger zone around one's own ship is 
the detection circle, where measures need to be taken to prevent 
collisions if a risk is present within a 6NM radius. 

III. SYSTEM ARCHITECTURE AND METHODOLOGY 

A. Proposal for the Narrow Channel Autonomous Navigation 
Assistance System Algorithm 
The narrow channel for navigation is defined, and the pre-

defined optimal course is loaded. The navigation assistance can 
be divided into two situations: automatically determining the 
course alteration point and, when encountering an approaching 
vessel, avoiding it and returning to the original course. 

 

 

 

 

 

 

 

 

 

 

 

 

 

B. Guiding Course Alteration Points 
As shown in Fig. 3, Radar A and B are installed at the bow 

and stern of the ship. Fig. 3 represents the estimated position 
when the actual position is measured at 0800. The actual course 
of the ship changes every moment due to external forces, and the 
estimated course alteration point also changes as each actual 
position is updated. Let's say the angles formed by Radar A, B 
and fixed marks C1, C2 are ∠ =   , ∠ =   , 
respectively. At the course alteration point K, measure the 
distance between Radar A, B and fixed marks C1, C2 and 
calculate the angle ∠= and ∠=  . As the ship 
navigates along the given course, changes continuously, and the 
course alteration can be started when   =     =
 are simultaneously satisfied. 

By inputting the distance from Radar A, B to marks C1, C2, 
the angle is automatically generated and set as a threshold angle. 
The system that automatically changes the coordinates and 
makes the turn when reaching the threshold angle was 
implemented through MATLAB. Once the turn is completed, 

 
Fig. 1. Concept of CPA, DCPA, and TCPA 

 
Fig. 2. Flowchart of proposed narrow channel navigation assistance 
system with real-time path deviation monitor(PDM) and obstacle 

avoidance function 

 
Fig. 3. Modeling of calculate  and guiding course alteration points 
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the mark is changed and the angle at the next course alteration 
point is set as the threshold angle in the same way as before to 
determine the moment of the turn. 

C. Evasion when encountering an approaching vessel 
When encountering an approaching ship, if we know the 

velocity vector of our own ship and the other ship, and the 
distance between the ships, we can calculate CPA, DCPA, and 
TCPA as shown in Equation <1>. We set a high collision risk 
DCPA as the threshold DCPA, and when DCPA < threshold 
DCPA, we activate the avoidance algorithm, complete the 
avoidance action, and designed an algorithm that deactivates the 
avoidance action and returns to the original course when DCPA 
> threshold DCPA. 

IV. RESUTLS AND DISCUSSIONS 

A. Scenario Design and Algorithm Application Narrow 
Channel and Buoy Settings 
Fig. 4 is based on the narrow channel of Jinhae Port provided 

by the National Oceanographic Research Institute, on which we 
have arbitrarily set an optimal route. We used the GPS 
Coordinates website to set the position of the buoys and our own 
ship and measure the distances. Positions are noted as (latitude, 
longitude). Let the coordinates of Buoy C1 be 
(35.0632,128.7777), Buoy C2 be (35.0565,128.7886), Radar A 
be (35.05338, 128.7236), and Radar B be (35.0540,128.7228). 
The distance between the two radars is said to be 100m. The 
approximate distance from the ship's radar to Buoys C1 and C2 
is  = 2.72 ,  = 2.75,  = 3.2,
   = 3.24. 

Let's also identify the position and distance at the estimated 
point of course alteration. If we designate the positions of Radars 
A and B at course alteration point K as (35.0459,128.733),  
(35.04528,127.734), respectively, then  = 2.40 , 
 = 2.42,  = 0.87,    = 0.82. . If 
we input this into the system we designed with MATLAB, the 
results will be ∠ = 1.1924  , ∠ = 1.3828.                         
We can proceed with course alteration by hitting the target when 
the values of ∠ , ∠ at real-time changing positions 
become the same as the angle values at the course alteration 
point. 

In actual ship operations, it's difficult to accurately measure 
the coordinates of the exact location, so it suffices to input only 
the distance value directly measured from the buoy by the radar. 
At this time, the distance values to be considered are the length 
of the ship (the distance between Radar A and B) and the 

distance to the buoy. After the course alteration is completed, we 
capture Buoys C3 and C4 again and repeat the same process. 

B. Automatic Avoidance When Encounting Approaching 
Vessels and Obstacles in a Narrow Channel 
In this part, Matlab based code simulates a ship encounter 

scenario and calculates the CPA, DCPA, and TCPA between 
two ships. Let's go through the code and explain each part:  

The initial positions and headings of the own ship and 
encountered ship are defined. The own ship's initial position is 
[0, 0], and its heading is 0 radians (facing right). The 
encountered ship's initial position is [50, 0], and its heading is π 
radians (180 degrees) (facing left). The speeds of the own ship 
and encountered ship are defined. The own ship's speed is 15 
knots, and the encountered ship's speed is 10 knots. The 
threshold CPA value is set to 25 nautical miles. If the calculated 
CPA is less than or equal to this threshold, an avoidance 
maneuver will be activated. Simulation parameters are defined, 
including the time step and duration of the simulation. Time and 
positions arrays are initialized to store the positions of the own 
ship and encountered ship at each time step. The code calculates 
the initial CPA, DCPA, and TCPA between the own ship and 
encountered ship based on their initial positions, headings, and 
speeds. The avoidance parameters are set, including the duration 
of the avoidance maneuver (avoidance Time) and the offset in 
the y-axis during the avoidance maneuver (avoidance Offset). 

Step 1: Initial encounter. The positions of the own ship and 
encountered ship at the first time step are set to their initial 
positions. 

Step 2:  CPA < threshold CPA, activate avoidance maneuver. 
The code iterates through each time step and calculates the 
relative position and speed between the own ship and 
encountered ship. 

If the avoidance Start Time is 0 (avoidance maneuver not 
activated) and the calculated CPA is less than or equal to the 
threshold CPA, the avoidance Start Time is set to the current 
time step. If avoidance Start Time is greater than 0, it means the 
avoidance maneuver is activated. The avoidance Active flag is 
set to true, and the avoidance End Time is calculated by adding 
the avoidance Time to the avoidance Start Time. During the 
avoidance maneuver, the new positions of the own ship and 
encountered ship are calculated based on their speeds, headings, 
and the avoidance Offset in the y-axis. 

Step 3: Threshold CPA reached, deactivate avoidance 
maneuver. If the avoidance Start Time is greater than 0 and the 
current time step is greater than or equal to the avoidance End 
Time, the avoidance Active flag is set to false. 

Step 4: Resume original course. If the avoidance maneuver 
is not active (avoidance Active is false), the own ship and 
encountered ship continue on their original course by updating 
their positions based on their speeds and headings. 

The simulation loop continues until all time steps are 
processed. After the simulation, the code plots the positions of 
the own ship and encountered ship throughout the simulation.   

Fig. 4. Modeling of scenario design and algorithm application narrow 
channel and buoy settings 
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The CPA, DCPA, and TCPA information is displayed on the 
plot as show in Fig. 5. It simulates a ship encounter scenario and 
demonstrates the activation of an avoidance maneuver when the 
CPA is below a specified threshold. The positions of the ships 
are plotted, and the CPA, DCPA, and TCPA values are 
displayed in five situations. 

V. CONCLUSION 
The algorithm proposed in this study has successfully 

implemented a system that facilitates course adjustments based 
on the angle formed by the radar and buoys when a ship follows 
a recommended course. Additionally, an auxiliary system has 
been developed to automatically avoid incoming ships by 
considering the closest point of approach (CPA) when 
encountering them. The application of this technology in actual 
vessel operations is expected to alleviate the burden on officers 
responsible for steering the ship during navigation. Moreover, it 
will enhance ship safety by minimizing collision risks with other 
vessels and obstacles during entry and exit, even in hazardous 
situations where actual collisions are likely to occur. 

Furthermore, in alignment with Navy Vision 2045, the 
automation of ships is anticipated to address the issue of 
decreasing naval personnel. Currently, ensuring safety in narrow 
channel navigation relies on deploying separate personnel for 
ship position calculation and assigning watchmen. However, 
meeting these requirements with the existing naval personnel is 
challenging. By implementing the system proposed in this paper, 
the flexibility to reallocate personnel within the evolving navy 
structure is expected. Nonetheless, direct application of the 
aforementioned technology to the navy still presents challenges, 
considering radar accuracy, the unique mission of each ship, and 
maritime conditions. 

Therefore, further research is necessary to comprehensively 
consider various technical aspects. By appropriately adapting 
radar usage according to the situation, defining conditions that 
suit the ship's characteristics, and accounting for external forces 
in the actual maritime environment through simulation, the 
applicability of the technology can be further enhanced.. 
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(a) Initial encounter 

 
(b) CPA > threshold CPA 

 
(c) Threshold CPA reached (activate avoidance maneuver) 

 
(d) deactivate avoidance maneuver and original course by updating their 

positions based on their speeds and headings 

Fig. 5. Result of automatic avoidance when encounting approaching 
vessels and obstacles in a narrow channel in five situations 
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Abstract—Advances in satellite development and launch tech-
nology have reduced costs, which has led to an increase in the
number of satellites present in Earth’s orbit. When the launched
satellite safely reaches Earth’s orbit, it performs missions such
as observing Earth, relaying data, and observing climate. Secure
satellite communication must be ensured for reliably performing
the missions. Owing to the characteristics of satellite commu-
nication with a long physical distance, it is vulnerable to radio
signal eavesdropping. In this paper, we introduce a technique that
can securely perform downlink transmission in an environment
where multiple ground stations exist in the downlink range.

Index Terms—Secure Satellite Communication, Multi Ground
Station, Secure Multi-Party Computation, Homomorphic En-
cryption.

I. INTRODUCTION

Space-related technologies have developed remarkably in
recent decades, and several institutions and companies have
recently launched a large number of satellites and success-
fully settled them into Earth’s orbit. These institutions and
companies are continuing to enter the space industry and
produce tangible results, and these efforts have reduced the
cost of developing and launching satellites [1]. Therefore,
more satellites are expected to operate in Earth’s orbit soon [2].
Satellites perform important tasks such as earth observation,
remote observation for scientific missions, climate observation,
and data relay. Because these missions contain important data,
secure satellite communication for information delivery is
a very important factor. However, satellite communications
have a wide downlink range because it transmits wireless
signals from hundreds to tens of thousands of kilometers
away. Due to these characteristics, it has the disadvantage of
being vulnerable to wireless signal eavesdropping [3]. To over-
come the security vulnerability of satellite communication,

several studies have been conducted, including anti-disruption
schemes, anti-spoofing strategies, etc [4].

As the number of satellites operating in Earth’s orbit
increases rapidly, the role of ground stations that control
satellites is growing. Ground stations are responsible for con-
trolling satellites reliably and processing and distributing data
transmitted from satellites [5]. The advancement of ground
station operation technology and the development of new
ground stations are in progress to reliably control and utilize
many satellites. Therefore, the probability that multiple ground
stations exist within the satellite’s downlink transmission range
also increases. This paper applies a simple secure multi-party
computation technique using learning with error (LWE) based
cryptosystem in multi-ground station environments to increase
the security level of satellite communication.

II. PRELIMINARY

A. Learning with error (LWE) based cryptosystem

The LWE-based cryptosystem is based on the difficulty of
calculating on a lattice and is a technique of hiding plaintext
by inserting random noise during encryption. The encryption
function is represented as follows:

Enc(m) = (−A · sk + L ·m+ e) mod q, (1)

where m is a plaintext, A is a random matrix, sk is a secret
key in the form of an integer vector, L is a power of 10, q
is a large integer number, and e is a random noise [6]. The
decryption function is represented as follows:

Dec(c) =
∥∥∥∥
(c · sk mod q)

L

∥∥∥∥ (2)

where c is a ciphertext.
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B. Secure multi-party computation

Secure multiparty computation is an algorithm that can
achieve desired results while preserving data privacy in a
distributed system environment [7]. For easier understanding,
we can take the problem of calculating the average salary as
an example. Considering the three participants, each individual
arbitrarily divides the salary into three values. Distribute one
of the three divided values to the other two. The shared
split salaries are incomplete information. Each individual adds
three shared values and sends them to the rest. Finally, the
average salary can be calculated without leaking sensitive
personal information. This secure multiparty computation can
be utilized in various fields such as blockchain, genetic testing,
and auction.

III. SIMPLE SECURE MULTI-PARTY COMPUTATION

This paper proposes a secure downlink transmission tech-
nique by applying the LWE-based cryptosystem. If only one
ground station is located within the satellite’s downlink range,
the data is protected by applying the cryptosystem. If two or
more ground stations are located within the downlink range,
a proposed noise cancellation method using homomorphic
arithmetic operations based on the LWE-based cryptosystem is
applied. Since the location of the ground stations is fixed, the
number of ground stations existing within the downlink range
can be predicted in advance. Therefore, downlink transmission
data may be prepared according to the number of ground
stations.

The proposed noise cancellation method uses an LWE-
based homomorphic encryption technique. Using the LWE-
based homomorphic encryption technique proposed in [8],
an addition operation between ciphertexts is possible. The
explanation of the assumptions considered in this paper and
the procedure for the proposed scheme are as follows:

• The proposed technique considers an environment con-
sisting of one satellite, one primary ground station, and
one auxiliary ground station.

• Only the satellite and the primary ground station own
the secret key. The auxiliary ground station receives
encrypted random noise periodically the satellite through
a secure channel. The primary ground station does not
know the noise.

• The satellite adds a noise value to the downlink data and
encrypts it to transmit it. The auxiliary ground station
removes the encrypted noise value from the received
data by homomorphic arithmetic operations. The primary
ground station acquires data by decrypting the corre-
sponding noise-removed ciphertext.

• If attackers eavesdrop on the satellite’s downlink signal,
they cannot access the data because it is encrypted. Even
if an attacker steals the secret key, data is not accessible
because of the noise value. Furthermore, even the primary
ground station cannot access the data because the random
noise cannot be removed without the auxiliary ground
station.

• Therefore, the proposed scheme can increase the security
level of downlink transmission in multiple ground stations
environments.

When there are two auxiliary ground stations in the downlink
range of the satellite, each ground station receives the en-
crypted random noise from the satellite. The satellite adds two
noise values to the downlink data and then performs downlink
transmissions. Each auxiliary ground station removes its own
noise from the received downlink data by homomorphic oper-
ation and then delivers the data to the primary ground station.
When d is downlink data, r1 and r2 are random noise, the
primary ground station can obtain encrypted negative downlink
data R by calculating the following equation:

R = Ds −Da1
−Da2

= Enc(−d), (3)

where Ds is Enc(d+r1+r2), Da1
is Enc(d+r2), and Da2

is
Enc(d+r1). If the auxiliary ground station is N , the proposed
noise cancellation scheme can be generalized by referring to
the algorithm proposed in [9].

IV. CONCLUSION

We propose a homomorphic encryption-based noise cancel-
lation scheme that can securely deliver data in an environment
where multiple ground stations exist within the downlink range
of satellites. The security level of satellite communication has
been increased by protecting data even when the secret key
is stolen or when the ground station is compromised. In the
future, we will try to find ways to further improve performance
by comparing the security level and computational complexity
with existing security techniques.
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Abstract—To reduce traffic and enhance the parking 
experience for students, employees, and visitors, it is essential to 
allocate parking spaces effectively on university campuses. It is 
a unique deep learning (DL) and Internet of Things (IoT)-based 
system for real-time parking spot distribution on university 
campuses, is presented in this study. The system captures real-
time photographs of parking spots using IoT devices equipped 
with Raspberry Pi and web cameras. These images are sent to a 
cloud server for storage and processing. Using video footage 
from the parking lot, a sophisticated DL model is built, allowing 
for reliable detection and prediction of parking spot availability. 
A smartphone application is being developed to give users real-
time information on parking spot availability around campus. 
Extensive testing is performed on the system to demonstrate its 
usefulness in accurately identifying and forecasting parking 
spot availability. The suggested system provides several 
advantages, such as real-time parking information, improved 
parking management, and increased customer satisfaction. 
Future work might concentrate on tackling issues like changing 
lighting conditions and occlusion of parking spots, as well as 
expanding the system to include additional features such as 
parking reservations and payment integration. Overall, this 
study is a promising solution for intelligent parking space 
distribution on university campuses, demonstrating the 
capabilities of DL and IoT technologies in tackling parking 
management difficulties.  

Keywords— parking space, deep learning, transfer learning, 
IoT, computer vision, YOLO v5, mobile app development 

 

I. INTRODUCTION 
Parking management is an important part of university 

campuses since it ensures effective use of parking spots while 
also delivering a seamless experience for students, professors, 
and visitors. However, a lack of real-time parking space 
information and improper parking spot distribution can cause 
congestion and irritation [1]. Emerging technologies such as 
the Internet of Things (IoT) and Deep Learning (DL) provide 
promising answers to these difficulties [2]. 

Recent research has demonstrated the usefulness of deep 
learning algorithms in a variety of computer vision 
applications, including object identification and recognition 
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[3]. Furthermore, IoT devices have been widely deployed in 
smart systems for data gathering and transmission [4]. The 
integration of DL and IoT technologies in parking systems, 
particularly in the setting of university campuses, hasn't been 
fully researched yet [5, 6]. 

In this study, we present a parking spot allocation system 
for university campuses based on DL and IoT. Using camera 
footage, the system uses DL algorithms to discover and find 
unoccupied parking spaces in real time. In addition, IoT 
devices such as Raspberry Pi and webcams are used for data 
collecting and transmission. The suggested method intends to 
improve parking space usage and user experience on 
university campuses. 

 

II. RELATED WORK 
Efficient parking space distribution systems have received 

a lot of attention in the literature. Rule-based algorithms or 
optimization models are frequently used in traditional 
techniques [7]. These techniques, however, may not take into 
account real-time information and changing parking demands. 

Recent advances in machine learning and deep learning 
have resulted in the creation of data-driven parking spot 
allocation systems. These systems improve parking spot 
allocation by utilizing historical parking data, sensor 
networks, and real-time occupancy information [8-10]. 
However, there has been little study into merging DL 
algorithms with IoT devices for real-time parking spot 
distribution on university campuses. 

Due to its capacity to deliver real-time parking spot 
information, IoT-based parking systems have attracted a lot of 
attention. These systems gather and distribute parking 
occupancy data using sensor networks and communication 
technologies [11, 12]. These systems provide increased 
monitoring capabilities and promote optimal parking space 
distribution by connecting IoT devices with parking 
infrastructure. 

In object detection tasks, deep learning methods, notably 
convolutional neural networks (CNNs), have exhibited 
outstanding performance. Several DL-based parking systems 
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for reliably detecting and recognizing parking spots have been 
proposed [13, 14]). YOLO (You Only Look Once) is a popular 
DL model for object identification that accomplishes real-time 
detection by splitting the input picture into a grid and 
predicting bounding boxes and class probabilities [15]. 

III. METHODOLOGY 
We used a methodical strategy to construct our DL and 

IoT-based parking spot allocation system, which included data 
gathering, model training, IoT framework setup, and 
integration of DL models with real-time data. Figure 1 shows 
the schematic diagram for the entire proposed approach. 

A. Data Collection 
Using high-resolution cameras, we captured video data of 

the parking space at our university campus parking zone. The 
camera data recorded a variety of parking circumstances, 
including varying lighting conditions and vehicle kinds. This 
dataset will be used to train our deep learning model. 

B. DL Model Training and Hyperparameter Tuning 
As our DL framework for parking spot identification, we 

choose the YOLOv5 model. To serve as ground truth, the 
collected video footage was annotated with bounding boxes 
around parking spots. We next used the annotated dataset to 
train the YOLOv5 model, optimizing for accuracy and 
generalization. To improve the model's performance, 

hyperparameter tweaking approaches such as learning rate 
scheduling and weight decay were used. 

C. IoT Framework Setup 
We built an IoT framework utilizing Raspberry Pi and 

webcams to enable real-time data gathering and transmission. 
We used a technique called Motion Eye [16] to show the video 
with the Raspberry Pi's IP address, capture it, and store it 
directly to the Raspberry Pi. This eliminated the necessity for 
an intermediary cloud server. The Raspberry Pi operated as 
the central controller, gathering photos of the parking lot from 
the attached web cameras regularly, generally every 10 
seconds. These collected photos were then easily accessible 
for additional processing and integration with the YOLO 
model. 

D. Integration of DL Model for Parking Space Detection 
The trained YOLOv5 model has been deployed on the 

cloud server to find parking spaces in real-time using the 
collected pictures. The algorithm effectively finds empty 
parking spots and their particular positions inside the parking 
area by using its capacity to recognize and locate things. 

 

IV. EXPERIMENTAL RESULTS 
We conducted thorough experiments and performance 

assessments to assess the efficacy of our DL and IoT-based 
parking spot allocation system. We used precision, recall, and 
F1-score measures to assess the trained YOLOv5 model's 
performance in spotting unoccupied parking spots. The  

findings from the study proved the practicality of our 
approach, with the YOLOv5 model finding unoccupied 
parking spaces with a training accuracy of roughly 92%. 
Figure 2 shows the curves for all the metrics being calculated 
during the training process. Here we have considered the 
training precision, recall and mean average precision (mAP). 
Similarly, Figure 3 demonstrate the curves for the metrics 
being calculated during the testing process. The figures show 
the F1-Confidence curve, Precision-Confidence curve, 
Precision-Recall curve, and Recall-Confidence curve. This 
high level of accuracy assures precise and real-time 
information on parking spot availability. Figure 4 displays  

  

Figure 1: A schematic diagram of the proposed framework for 
parking spot recognition using DL and IoT 

Figure 2: Metrics showing loss, precision, and recall values during 
the traning process 
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V. DISCUSSIONS 
Several major advantages and consequences have been 

revealed by the proposed DL and IoT-based parking spot 
allocation system for university campuses. In this part, we 
explain our study's findings and contributions, as well as 

potential limits and topics for further research and 
development. The use of DL algorithms and IoT devices in 
parking management has important implications for 
improving efficiency and user experience on university 
campuses. We accomplished precise and real-time 
identification of unoccupied parking spots by employing DL 
methods, especially the YOLOv5 model. The trial findings 

demonstrated a high accuracy rate in recognizing unoccupied 
parking spaces, confirming the system's dependability and 
efficacy. 

The use of IoT devices for data collecting and 
communication, such as Raspberry Pi and webcams, proved 
to be an efficient and cost-effective option. The IoT 
framework's implementation enables real-time data gathering 
and transfer, removing the need for extra cloud servers. We 
were able to collect and save parking area photos straight to 
the Raspberry Pi by exploiting Motion Eye technology [1], 
simplifying the system architecture and lowering processing 
latency. This simplified technique helps to provide a more 
seamless and responsive parking spot allocation system. 

While our DL and IoT-based system demonstrated 
promising results, several limitations should be noted. To 
begin, the DL model's accuracy is strongly dependent on the 
quality and variety of the training dataset. In this investigation, 
we used video footage from our university campus parking 
zone to train the YOLOv5 model. Variations in illumination, 
weather, and vehicle kinds, on the other hand, may alter the 
model's performance in different settings. As a result, it is 
critical to update and increase the training dataset regularly to 
enhance the model's resilience and generalization. 

Furthermore, the suggested system's scalability and 
deployment issues should be investigated. Our research 
concentrated on a university campus location, which normally 
has a reasonable quantity of parking places. In larger-scale 

 

 

Figure 3: Curves showing the metrics during the testing 
process. The figures show the F1-Confidence curve, 

Precision-Confidence curve, Precision-Recall curve, and 
Recall-Confidence curve. 

Figure 4: The outcome of our proposed approach showing its 
efficacy by identifying the empty, occupied and disabled parking 

spot with high precision. 
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contexts, such as city-wide parking systems, the efficacy, and 
efficiency of the system must be assessed. Additional 
problems, like network congestion and computational 
resource constraints, may occur, necessitating adaptive data 
collecting and model deployment solutions. The mobile app 
can provide real-time parking space information to users, 
allowing them to easily navigate and find available parking 
spots within the university campus. Additionally, the 
integration of advanced AI techniques, such as reinforcement 
learning, can further optimize parking space allocation by 
considering user preferences and dynamic parking demands. 

Finally, by presenting a DL and IoT-based parking space 
distribution system for university campuses, our research adds 
to the field of parking management. The technology detects 
and locates unoccupied parking spaces in real-time, increasing 
parking space usage and improving overall user experience. 
While the study emphasizes the potential and advantages of 
combining DL and IoT technologies, more research and 
development are required to solve limits, scale the system, and 
investigate new optimization methodologies. 

 

VI. CONCLUSIONS 
We introduced a DL and IoT-based parking spot allocation 

system for university campuses in this study. Our technology 
detects and locates unoccupied parking spaces in real-time by 
combining DL algorithms with IoT sensors. The suggested 
system provides a comprehensive solution for improving 
parking management, optimizing parking spot distribution, 
and overall user experience on university campuses. Future 
work will concentrate on the creation of a user-friendly mobile 
app that will allow users to get real-time parking spot 
information. Scalability and deployment issues will also be 
addressed to assure the system's efficacy in large-scale 
university campus situations. 
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Abstract—This paper proposes a robust long-term prediction of
vehicle trajectory, which is important in intelligent transportation
system. Compared to the short-term prediction, forecasting a
long-term sequence is especially challenging since the error
accumulates as the sequence becomes longer. In this paper, we
propose to utilize the actual road information to minimize the
prediction errors. The proposed method projects the predicted
trajectory onto the nearest link geometry so that the adjusted
prediction is placed on the road. The proposed method has been
validated by using the actual vehicle trajectory, and has shown
the reduction of root mean squared error by 53.4 percent.

Index Terms—Vehicle Trajectory Prediction, Long-Term Pre-
diction, Error Minimization, LSTM, Intelligent Transport System

I. INTRODUCTION

In the intelligent transportation system of modern society,
due to the development of communication technology, a large
amount of vehicle trajectory data can be collected [1]. How-
ever, predicting the long-term vehicle trajectory by leveraging
the collected data requires further research in order to avoid
the accumulation of errors [2]. Barrios et al. [3] has proposed
a Kalman-Filter-based trajectory prediction model by using
the Geographic Information System and Global Positioning
System data. Alzyout et al. has proposed an ARIMA-based
trajectory prediction method, which is using the location,
speed and bearing information along with an enhanced model
selection approach [4]. A. Ip et al. has proposed a LSTM-
based trajectory prediction approach and then, proposed to
divide a map into a 2D grid [5]. The aforementioned studies
achieved a high accuracy on predicting short-term trajectories,
but may not be applied to forecasting long-term sequences as
they are since the prediction error accumulates as the sequence
becomes longer.

In this paper, we propose a low-complex and robust tra-
jectory prediction method. We propose to use a light-weight
LSTM model to predict the future trajectory of a vehicle.
Due to the simplicity of the proposed model, it can predict
the future sequence in real-time. However, it may yield and
accumulate prediction errors as the prediction sequence be-
comes longer. To iteratively minimize the prediction error,
we propose to project the predicted trajectory onto the link

* Corresponding author
This work was supported by the National Research Foundation

of Korea(NRF) grant funded by the Korea government(MSIT) (No.
2021R1F1A1059109).

Algorithm 1: Link Projection-Based Trajectory Pre-
diction
input : T := Trajectory, |T | = N
input : M := number of samples to predict
input : L := Geometry (link) set
output : P := Predicted Trajectory

1 P ← Queue(T );

2 for t in M do

3 p ←− LSTM(P [t : t+N ])

4 l ←− getMinDistIndex(L, p)

5 P [t+ 1] ←− linkProjection(l,p)

6 end

geometry in an adaptive manner, with which the estimated
vehicle location is placed on the real road which is important
for some applications such as autonomous driving. The rest
of the paper is organized as follows. Section 2 describes the
proposed method in detail. Section 3 evaluates and validates
the model proposed in the study. Finally, in Section 4, we
discuss the conclusions and future research directions.

II. PROPOSED ALGORITHM

The goal of the proposed algorithm is to minimize the
prediction errors when forecasting a long sequence of vehicle
trajectory. To achieve the goal, we propose to adaptively
project the predicted sequence onto the link geometry. Also,
we propose to use a light-weight LSTM model to reduce the
inference time, making it applicable to real-time services. Due
to the simplicity of the model, it may yield large errors, but
the proposed projection method can effectively reduce such
undesired deviations iteratively. The proposed algorithm is
described in Algo. 1.

The proposed approach pre-processes the acquired data (i.e.,
GNSS trajectory of a vehicle), including the adjustment of the
coordinate system. Then, it uses the trained LSTM model to
predict the following future coordinate which can be deviated
from the correct location (Line:3 in Algo. 1). The proposed
adaptive adjustment algorithm (Line:4-5 in Algo. 1) searches
for the closest link geometry onto which the LSTM prediction
is to be projected. It can effectively reduce the prediction
errors in the long run. The above process will be repeated
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Parameter Value
Learning Rate 0.0001

Input Size 2
Hidden Layer Size 256

Number of Hidden Layers 1
Epoch 2000

Optimizer Adam
Window Size (N ) 8

TABLE I
LSTM MODEL PARAMETERS

M times to predict M coordinates (Line:2 in Algo. 1). The
proposed adjustment approach is called Bounding Box Link
Projection. This is because when it searches for the closest
link geometry it gradually increases the area of a virtual box
centered around the LSTM prediction. Once the box touches
a link, then the predicted coordinate will be projected on the
link. This approach can prevent the accumulation of errors
(i.e., deviations from the road) in long-term projections. In
this study, we use a light-weight, low-complex LSTM model
to achieve a real-time estimation of the future trajectory. The
proposed method can be easily applied to other deep learning
models for trajectory prediction.

III. EVALUATION

A. LSTM Structure
In this study, we use the LSTM model, which is known to

be effective for sequence prediction. The values of the hyper-
parameters and its structure are shown in Table 1.

B. Dataset
For the dataset, we used the data acquired from Seoul

Transportation Big Data [6]. In particular, only the location
information (coordinate data) of vehicles was used. The col-
lected data consists of coordinate data of vehicles collected
during a certain day.

C. Result and Comparison
Both Fig. 1 and Fig. 2 show the comparison among the

actual trajectory (black) and the predicted trajectories of the
proposed model (green) and the vanilla LSTM (red). As it
can be seen from Fig. 1 both the proposed and vanilla LSTM
can effectively predict the trajectory. However, the proposed
approach outperforms the vanilla LSTM to a large extent
especially when the road has a complex structures such as
intersections (see Fig. 2).

For the comparison between the original and predicted
trajectory, the RMSE (Root-Mean-Squared-Error) method was
used to measure the similarity between the two. The RMSE
of proposed model is 17.1301, and that of the vanilla LSTM
is 36.7747. As a result, the proposed model has enhanced
the prediction accuracy by 53.4% compared to the vanilla
LSTM. The reason for the performance enhancement was
due to the adaptive link projection. It can iteratively places
the predicted coordinate onto the actual road, and thus even
when the sequence of prediction becomes longer, the proposed
method can effectively minimize the prediction errors.

Fig. 1. Green dots are the predicted vehicle trajectory of the proposed model,
red dots are predicted trajectory using the vanilla LSTM, and black dots are
actual vehicle traveled trajectory.

Fig. 2. Prediction results at intersections, where green, red and black dots
are the proposed, vanilla LSTM and the actual trajectory result, respectively.

IV. CONCLUSION

In this paper, we have proposed a robust, light-weight vehi-
cle trajectory prediction method. By projecting the estimated
vehicle location onto the link geometry, the errors in the
predicted long-term sequence can be effectively reduced even
with a light-weight LSTM model. As a result, the predicted
long-term trajectory can be much closer to the original dataset
compared to the vanilla LSTM model.
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Abstract— Research aims to develop an emotional travel planning 
app using Android Studio. The app focuses on providing personalized 
travel plans by considering various factors such as user preferences, 
interests, emotions, time constraints, and budget limitations. Users can
set their individual preferences and travel goals through the app, 
which then offers optimized travel routes and activity suggestions 
accordingly. 

Keywords—, Android Studio, Emotional travel planning app, 
Personalized travel planning

I. INTRODUCTION

 Traveling is an important activity that provides new 
experiences and relaxation to many people. However, many 
travelers often face difficulties in planning their trips due to 
complex itineraries and numerous choices. To overcome 
these challenges and provide personalized travel plans 
considering user preferences and emotions, this research 
aims to develop an emotional travel planning app using 
Android Studio [1].

The objective of this research is to develop an emotional 
travel planning app using Android Studio that offers 
customized travel plans by considering user preferences, 
interests, emotions, time constraints, and budget limitations. 
This will enhance users' travel experiences and increase 
their satisfaction [2].

Existing travel planning apps mainly focus on scheduling 
and place recommendations, often neglecting the 
consideration of users' personal preferences and emotions. 
However, incorporating emotional aspects into travel 
planning can provide more personalized experiences and 
higher satisfaction. Therefore, users can enjoy more 
meaningful trips through customized travel plans that 
consider emotional elements [3-4].

II. EMOTIONAL TRAVEL PLANNING
 A. Emotional Travel Planning App Design 

  In this research, an emotional travel planning app will be 
implemented using Android Studio. Android Studio is an 
integrated development environment (IDE) for developing 
Android applications, providing efficient tools for both app 
development and design. The app design process follows the 
following steps:

a. Requirements Analysis: User surveys and literature 
reviews are conducted to understand the desired features and 
requirements of travelers. Based on this, the key 

functionalities and their priorities for the app are 
determined.

b. UI/UX Design: Intuitive and user-friendly interfaces (UI) 
are designed to enhance the user experience (UX). The UI is 
designed to provide easy access to features such as travel 
itinerary creation, preference settings, and emotion analysis.

c. Database Design: A database is designed to store and
manage information on travel destinations, activities, 
budgets, etc. The database structure is designed to 
efficiently store and retrieve user inputs and analyzed data.

d. App Development: The app development is carried out 
using Android Studio. The key functionalities of the app are 
implemented, including the algorithm for generating 
customized travel plans based on user inputs and data 
analysis. Integration with the database enables real-time 
retrieval of relevant information.

By designing the app using Android Studio, the research 
aims to optimize the core features of the emotional travel 
planning app and enhance the user experience by considering 
user preferences and emotions in generating personalized 
travel plans. Fig. 1 shows  the design of emotional travel 
planning.

Fig. 1. Design of Emotional Travel Planning

B. Key Features of the Emotional Travel Planning App 
Using Android Studio

MBTI-based Travel Recommendations

One of the key features of the emotional travel planning 
app is the MBTI (Myers-Briggs Type Indicator)-based 
travel recommendations. MBTI is an indicator of the user's 
personality traits, and each MBTI type may have different 
travel preferences and interests. Therefore, the app collects 
the user's MBTI and provides personalized travel 
recommendations based on it. This allows users to select the 
most suitable travel destinations, activities, and itineraries 
according to their individual preferences.
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TABLE I.

FEATURES OF MBTI-BASED TRAVEL RECOMMENDATIONS

Feature Description

Personalized 
Recommendatio
ns

Provides personalized travel 
recommendations based on the user's MBTI. 
Takes into account the user's personality traits 
and preferences to recommend the optimal 
travel destinations, activities, and itinerary.

Diverse Choices Offers a variety of travel destinations and 
activities, providing users with diverse 
options. Recognizes that travel preferences 
and interests may vary based on MBTI types, 
allowing users to make choices that best suit 
their preferences.

Individualized 
Experience

Tailors travel recommendations to each user's 
personality and preferences, offering an 
individualized travel experience. Enables 
users to enjoy trips that align with their own 
tastes and preferences.

UI Design Utilizing Data Visualization Techniques for UX 
Enhancement

Enhancing user experience (UX) is a crucial aspect of the 
emotional travel planning app. To improve UX, the app 
employs data visualization techniques to design user-
friendly interfaces (UI). For instance, visual representation 
of travel destinations through images, reviews, ratings, etc., 
makes it easier for users to make choices. Additionally, 
presenting travel itineraries through graphs or charts helps 
users visually grasp information such as budget and time 
constraints. Through these efforts, users can easily adjust 
and review their travel plans using an intuitive and 
convenient UI.

TABLE II.

UX IMPROVEMENT USING DATA VISUALIZATION TECHNIQUES FOR UI
DESIGN

UX Improvement Data Visualization Techniques

Visualizing Destination 
Information

Displaying destination images, ratings, 
and reviews to provide a visual 
representation of the travel options.

Interactive Maps Incorporating interactive maps with 
markers to showcase various travel 
destinations, allowing users to explore and 
select their preferred locations.

Graphs and Charts Utilizing graphs and charts to represent 
travel itineraries, including budget 
breakdowns, time allocations, and activity 
schedules. This helps users easily 
understand and modify their travel plans.

The emotional travel planning app developed using 
Android Studio incorporates the core feature of MBTI-based 
travel recommendations and utilizes data visualization 
techniques to enhance user experience. By providing 

personalized travel recommendations based on MBTI and 
offering a user-friendly UI, the app enables users to enjoy 
more enriching travel experiences and efficiently plan their 
trips. Fig. 2 shows the key technologies for emotional travel 
planning.

Fig. 2. Key Technologies for Emotional Travel Planning Apps

III. CONCLUSION

The objective of this study was to develop an emotional 
travel planning app using Android Studio. This app provides 
personalized travel recommendations based on the user's 
MBTI (Myers-Briggs Type Indicator) and enhances the user 
experience through the utilization of data visualization 
techniques. The core feature of the app is MBTI-based 
travel recommendations. By collecting the user's MBTI, the 
app suggests personalized travel destinations, activities, and 
itineraries to help users plan their trips according to their 
individual preferences. Additionally, the UI design 
incorporates data visualization techniques to improve user 
experience, allowing users to easily adjust and review their 
travel plans in an intuitive and convenient environment.  
The developed emotional travel planning app is expected to 
enhance user satisfaction and engagement by offering 
personalized travel experiences and improved travel 
planning. Furthermore, it provides practical insights into the 
utilization 
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Abstract— Collaboration and work sharing among members 
are essential for smooth work progress, and in some cases, data 
is exchanged and shared through e-mail and messenger 
programs. However, alternatives to solving this problem are 
often found because data transmission methods, inquiries are 
inconvenient, and work history management is not well 
managed. Therefore, in this paper, we would like to study the 
schedule management application for group-type mutual 
cooperation and information sharing with these functions, and 
we would like to create a calendar, add events, and design and 
build an event list. In addition, a Firebase-based database is also 
intended to be used to build and store user information and 
group schedule contents.

Keywords—, Grroouupp  CCaalleennddaarr, Group Collaboration,
Personal Schedule

I. INTRODUCTION

In modern society, collaboration with various groups is 
often required, but whenever a new schedule is planned in 
groups, it is difficult to coordinate each other's time and 
schedule [1]. In this situation, the functions of the group 
calendar are urgently needed to share the time to cooperate 
with each other so that individual schedules do not interfere 
with new plans[2]. Therefore, in this paper, we would like to 
study a group calendar application with these functions and 
produce it using Google Calendar API based on Android 
Studio. Detailed features use Firebase to create calendars, add 
events, design and build event lists, and store databases such 
as user information and group schedules [3].

II. PROBLEMS AND REQUIREMENTS

In collaboration between groups, data transmission and 
inquiry are inconvenient and task history management is 
difficult, so this paper proposes a schedule management plan 
for group-type mutual cooperation and information sharing to 
solve this problem.  First, in order to activate the function of 
the group calendar more easily and conveniently, the 
characteristics of problems and requirements that may arise in 
a group-based schedule collaboration environment are 
important, and Table 1 shows these contents.

TABLE I. 

PROBLEMS AND REQUIREMENTS OF GROUP-BASED SCHEDULE 
COORDINATION ENVIRONMENT

Field Problem Solution

User interface
Difficulty in 

coordinating complex 
schedules

Provide an intuitive and 
user-friendly interface

Schedule 
Conflict 
Check

Possibility of schedule 
conflicts within a 

group

Implement automated 
conflict detection and 

warning system
Team 

member 
communicatio

n

Lack of real-time 
communication 
between group 

members

Provides real-time chat 
or message functionality

Manage 
Priorities

Critical schedules may 
be ignored

Provides scheduling 
priorities and 
notifications

Time Zone 
Management

Difficulty in 
coordinating group 

members in different 
time zones

Include time zone 
conversion and schedule 

display features

Security and 
Privacy

Risk of exposing 
schedules and personal 

information

Enhanced security and 
privacy with user 

authentication with 
Firebase Authentication

III. COORDINATE PERSONAL SCHEDULES

The functions that enable collaboration of the group 
calendar are as follows.

① The ability to see group members' schedules at a glance by 
each group and user: The account name or ID is briefly 
displayed on the schedule registered by the user to share in the 
group calendar, providing convenience to the user by allowing 
a quick view of who is participating in the schedule.

② Ability to add and modify schedules: Members of a group 
can express their intention to participate or comment on a 
registered schedule, giving the user who registered the 
schedule the right to modify the details of the schedule in real 
time.

③ Notification of new or changed schedules to group 
members: When a group member registers a new schedule or 
changes the schedule, a push notification is sent to members 
who belong to the group or who decide to participate in the 
schedule, allowing faster and more accurate collaboration.
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Fig.  1. Execution Process of Coordinate Personal Schedules

The Android application, developed using Java or Kotlin, 
allows users to interact with the platform. It incorporates 
authentication mechanisms to ensure secure access and user 
verification. Authentication is facilitated through 
communication with Firestore, a cloud-based NoSQL 
database provided by Firebase. Firestore acts as a server, 
handling data synchronization and communication with the 
backend. The server component, supported by appropriate 
backend technologies, processes requests from Firestore, 
managing tasks such as schedule integration, conflict 
resolution, and data storage. The database, under server 
management, stores and organizes user data, ensuring 
consistency and availability. Fig. 1 shows the execution 
process of coordinate personal schedules.

For each group, you can set whether to publish a schedule 
and participate in events in multiple groups at the same time.
This feature enhances communication between group 
members by checking the online and offline status of group 
calendar users in real time. A schedule displayed in a 
different color in the Calendar section indicates the schedule 
that group members are participating in. It provides 
scheduling priorities and notifications because many 
schedules can cause critical schedules to be ignored. Fig. 2 
shows the group calendars for these coordinate personal 
schedules.

IV. CONCLUSION

This paper describes a schedule management application 
for group-type mutual cooperation and information sharing. 
When using the group creation and participation function of 
the group calendar, the group creation function and 
participation function of the group calendar register their work 
schedule in the calendar, and the individual's work schedule 
can be systematically managed and individual's work 
management ability is naturally improved. Since the schedule 
of members in the group can be identified at a glance in the 
group calendar, it saves time to check the schedule 
individually for each member, and checks the shared schedule 
in advance to prevent errors such as duplicate reservations. 
Since the group calendar can be updated in real time while 
sharing the schedule, it is possible to adjust the schedule by 
reflecting the update immediately whenever each schedule 
changes.
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Abstract—AI+X is a compound word of AI and convergence,
and means a system that converges various industries based
on AI. It enables the use of data collected by governments,
local governments, and companies in various domains such as
medicine, politics, and transportation. However, since this infor-
mation includes personal information, confidentiality, integrity,
and availability of data must all be guaranteed. Data encryption,
a corporation for this purpose, is a method of converting plain
text through cryptography for data confidentiality. AI+X seems
to require data security so that it can be used more actively
in various domains, and in this paper, domains and encryption
technologies for this are investigated.

Index Terms—Artificial Intelligence, Convergence, Security,
Data, Encryption

I. INTRODUCTION

Representative technologies to solve the security issue
of shared data include homomorphic encryption, differential
privacy, federated learning, and K-anonymity. Homomorphic
encryption is when the result of analyzing the ciphertext is
the same as that of the plaintext. Differential privacy is a
technique that prevents inference of the original text through
the query result statement. Federated learning is a method of
learning in a distributed state of personal information. Each
technology has its pros and cons. AI+X requires accurate
and efficient calculations because domain services must be
performed smoothly through a system that utilizes artificial
intelligence.

II. AI+X AND DATA

Artificial intelligence imitates human intelligence and is
developing machine learning, deep learning, and generative
artificial intelligence as sub-concepts. Along with these tech-
nological developments, artificial intelligence is being applied
in various industries and public fields such as medical care,
transportation, welfare, and administration. Here, AI+X means
convergence service using AI and data of each province. Data
is actively used in the public and industrial areas. In the public
sector, infrastructure and personal information are dealt with
mainly in administration, government, medical care, welfare,
safety, city, and transportation. Information such as personal
information, physical, mental, social, property, communica-
tion, location, etc. belongs to the type of personal information
and must be calculated without exposure. Such information
can become an issue throughout society if confidential infor-
mation is exposed or shared. Considering these points, data

technology that can be flexibly analyzed using AI is needed.
However, open data is limited in scope, and disclosure and
sharing of actual data is limited. As a solution to this, various
technologies are being used.

III. DATA SECURITY ON PUBLIC AREA

Homomorphic encryption is a method that can be analyzed
without exposing it to the outside, and has the advantage
that the result of calculating the encrypted data is the same
as the result of analyzing the plain text. (m1,m2 ∈ M ⇄
E(m1), E(m2) ∈ C)

m1 +m2 ∈ M ⇄ E(m1) + E(m2) ∈ C (1)

Starting with cryptography, it was developed into
fully homomorphic encryption(FHE), semi-homomorphic
encryption(SHE), and partial homomorphic encryption(PHE).
Among them, fully homomorphic encryption has no
restrictions on the type and number of operations, and
bootstrapping, squashing, approximate value calculation and
search, and statistical processing are possible. Recently, if
applied to big data in the public sector, machine learning
for analysis, and information search, it can be efficiently
used for public service development. It seems that it can
be freely divided even in a cloud-based environment where
complex calculations such as machine learning are supported.
In particular, since public data has limitations in that it is
difficult to utilize due to the openness of personal information
and data and the low recognition rate in the security area, it
is expected that the effectiveness will increase with gradual
application.
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Abstract—In this paper, a machine learning model that can 
determine the mental and physical fatigues based on 
electroencephalogram (EEG) and electromyogram (EMG) 
biological signals is proposed in order to reduce safety accidents 
caused by physical and psychological fatigue of carrying 
workers at industrial sites. The proposed model was confirmed 
to have high precision and reproducibility as the accuracy 
improved by 0.98 compared to other models and machine 
learning models through related studies. 

Keywords-Complex Biological Signals, Fatigue Detection, 
Machine Learning, Carrying Worker, Industrial Safety Accident 

I. INTRODUCTION 
If the psychological fatigue of workers is high, the 

possibility of being insensitive to safety increases, and if the 
level of physical fatigue is high, the coping ability decreases 
due to the decline of physical and cognitive functions. In 
particular, there are many problems in determining fatigue 
using the existing driver fatigue evaluation model because the 
signal values of the brain wave and the muscle strength used 
in many cases appear differently depending on the work of 
the worker. Therefore, there is a need for an improved fatigue 
evaluation model that can increase the preventive effect of 
industrial accidents and safety accidents. 

II. DESIGN OF MACHINE LEARNING MODEL BASD ON 
COMPLEX BIOLOGICAL SIGNALS 

The overall composition and procedure of the machine 
learning model based on complex biological signals for 
fatigue detection of carrying workers is shown in Fig. 1. A 
single data set is constructed by preprocessing the 
electroencephalogram (EEG) and electromyogram (EMG) 
biological signals to match the characteristics of each signal. 

 
Fig. 1. A design of machine learning model based on complex biological 

signals. 

Then, the pre-processed EEG and EMG single datasets are 
mixed and a composite dataset is created after the 
preprocessing process. The single dataset and composite 

dataset generated in this way are classified into a training 
dataset and a validation dataset at a ratio of 80:20, respectively 
[1-2].  

These datasets are applied to K-nearest neighbor (k-NN), 
support vector machine (SVM), deep neural network (DNN), 
convolutional neural network (CNN), long short-term 
memory (LSTM) and proposed COFA model, respectively, 
and compare the discrimination accuracy of the fatigue 
prediction model [3]. Finally, the prediction model with the 
best performance is selected and applied to the practical 
fatigue detection system. 

III. EXPERIMENTS AND RESULTS 
The performance of the proposed model was compared to 

that of machine learning model such as k-NN, SVM, DNN, 
CNN and LSTM. The proposed model was confirmed to have 
high precision and reproducibility as the accuracy improved 
by 0.98 compared to other models and machine learning 
models through related studies. Therefore, the proposed 
complex dataset configuration and model can be used for 
highly accurate fatigue determination considering physical 
and mental fatigue, and this model will be expected to be 
useful in reducing industrial accidents and safety accidents. 

IV. CONCLUSION 
The proposed complex dataset configuration and proposed  

model can be used for highly accurate fatigue determination 
considering physical and mental fatigue, and this model will 
be expected to be useful in reducing industrial accidents and 
safety accidents. Although the proposed model shows 
relatively good performance for fatigue discrimination, it is 
necessary to apply a method to prevent overfitting to improve 
generalization performance. 
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Abstract— This paper addresses the localization problem in 
dynamic environments. While the localization can be accurately 
conducted in static environments, it is difficult to acquire 
accurate localization results in dynamic environments because 
dynamic objects may cause. To resolve the problem, this paper 
proposes a combinational approach which adaptively combines 
the results of Monte Carlo localization, LiDAR (light detection 
and ranging) odometry, and visual odometry according to the 
number of dynamic objects. The proposed approach is 
implemented based on ROS (robot operating system) and tested 
in dynamic environments. Experimental results showed that the 
proposed approach is more accurate than other methods. 

I. INTRODUCTION 

Robot localization predicts the robot's current position and 
is vital in areas like autonomous and mobile robots. Robots use 
sensors like camera [1], LiDAR (light detection and ranging), 
GPS (global positioning system), and IMU (inertial 
measurement unit) for localization in static environments. In 
addition, methods combining sensors [2], such as cameras and 
LiDAR, have been developed to enhance localization accuracy. 
However, these methods overlook dynamic objects, leading to 
subpar performance. 

Therefore, we propose a new approach that uses a 
combination of localization results from three algorithms 
(Monte Carlo localization, LiDAR odometry, visual odometry) 
using camera and LiDAR for robust localization in dynamic 
environments. The three types of localization results are used 
in a contextualized combination depending on the number of 
dynamic objects recognized by yolov5. An average consensus 
filter is used for the combination of location information. In 
summary, this paper proposes an adaptive consensus filter 
(ACF) with the number of people recognized by yolov5 as a 
parameter for robust robot localization. 

 The contributions of this paper are as follows: 

 An combinational approach considering dynamic 
number of objects has been proposed for accurate 
localization in dynamic environments. 

 The proposed approach has been quantitatively 
compared with other methods and showed more 
accurate results than the others. 

The remainder of this paper is organized as follows. In 
Section II, problems such as robot, sensor and system 
configuration are explained. Section III describes the proposed 
method. Section IV presents the evaluation results of the 
proposed method. Finally, Section V presents the conclusion. 
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II. PROBLEM DESCRIPTION 

A. System configuration and limitations  
In this paper, we address the problem of improving the 

localization accuracy in indoor dynamic environment. The 
overall system is implemented using ROS. Algorithms used 
for position estimation are Monte Carlo localization (MCL), 
LiDAR odometry, and visual odometry. Localization results 
from each algorithm is averaged by a consensus filter (CF) 
according to the number of people. The implementation 
environment consists of an indoor dynamic environment. 
Dynamic objects recognized by yolov5 are limited to people. 

B. Robot and sensor models 
In this paper, we experimented using a robot with six 

differential wheels. The mini-pc used to implement all the 
algorithms is inside the robot. The robot's position is 
represented by x, y coordinates and an angle θ in the global 
reference frame. Depth camera is used to perform visual 
odometry and yolov5. 2D LiDAR is used for the cartographer 
[3] and EMCL2 [4] algorithms. 

III. PROPOSED METHOD 

A. Overview of the proposed method 
After each EMCL2, cartographer, and ORB SLAM2 [5] 

algorithm is executed, ACF node is executed. Object detection 
is then performed when yolov5 is executed. A consensus filter 
is adaptively applied based on the number of people 
recognized in yolov5. 

B. Combinational approach 
Combinatorial localization approach [6] that combines the 

localization results from each algorithm have been studied 
previously. In this paper, we go further than the existing 
methods and use an ACF approach for the localization results. 
There are currently many different ways to apply a consensus 
filter. The method used in this paper is the average consensus 
algorithm [7]. The average consensus algorithm is a popular 
distributed algorithm for computing the average of some 
values.  

In this paper, we add an adaptive approach to the average 
consensus algorithm to improve the accuracy of localization. 
In the case of no or one person, we apply the consensus filter 
to the results of MCL and cartographer using LiDAR, which 
show relatively more accurate results than visual odometry. 
When there are 5 or more people, we only use the results of 
visual odometry, which is more accurate than LiDAR in 
dynamic situations. Finally, when there are at least 2 and no 

D. Kim is with the School of Electronic Engineering, Kumoh National 
Institute of Technology, Korea. (e-mail: dodea@kumoh.ac.kr) 

A Combinational Approach to Robust Robot Localization in 
Dynamic Environments 

Suhyeon Kang, Doyeon Kim, Heoncheol Lee* 

181 ICMIC 2023



  

more than 4 people, the CF is applied to all algorithm results 
(MCL, LiDAR odometry, and visual odometry). 

• MCL 

MCL algorithm is one of the most widely used methods of 
robot position estimation using particle filter. Particle filters 
use particles that contain probabilities to indicate where the 
robot is. Among the various MCL algorithms, EMCL2 (MCL 
with expansion resetting) is used. EMCL2 uses pre-drawn 2D 
map to perform localization. 

• LiDAR odometry 

Cartographer is a 2D LiDAR odometry method developed by 
Google. Cartographer consists of two subsystems: local SLAM 
and global SLAM. The robot pre-draws a 2D map using the 
cartographer. These drawn 2D map is then applied to simulation 
tool and used for localization.  

• Visual odometry 

ORB SLAM2 is one of the representative visual odometry 
methods using a camera. The feature point is extracted using 
the ORB (oriented fast and rotated brief) extraction method. 
There are several build versions of the ORB SLAM2, build 
version used is RGB-D in this paper. To obtain more accurate 
robot position information, we adjusted the camera parameters 
and scale factor.  

IV. EXPERIMENTAL RESULTS 

A. Environmental setups 
All algorithms are implemented in ROS. An intel NUC 11 

mini-pc is used to implement the algorithms. We obtained a 
dataset containing LiDAR and camera data to validate the 
performance. Error rate (ER, %) is expressed as the ratio of the 
actual coordinates minus the estimated coordinates divided by 
the actual coordinates. 

B. Results of localization in dynamic environments 
The dataset consists of a dynamic environment with 

randomly moving people, gathered personally. ACF 
dynamically applies the three algorithms as a consensus filter 
and calculates the average value. Table I presents quantitative 
results when yolov5 detects more than 5 people, with bold 
indicating the best result and underlined indicating the second 
best result. In crowded dynamic environments with over 5 
people, only visual odometry results are utilized. ACF 
demonstrates the lowest error rate, matching visual odometry. 
Figure 1 in rviz (ROS visualization tool) shows the 
localization results: yellow (ACF, proposed.), red (EMCL2), 
blue (cartographer), and green (ORB SLAM2). Overall, ACF 
exhibits the closest coordinates to the ground truth compared 
to CF, EMCL2, cartographer, and ORB SLAM2. 

TABLE I.  COMPARISON OF ERRORS WITH MORE THAN FIVE PEOPLE 

- x y 𝛉𝛉 
ACF (Proposed.) 0.00303 0.00105 0.0052 

CF 0.012 0.00431 0.0122 

EMCL2 0.015 0.019 0.0233 

Cartographer 0.024 0.0327 0.00809 

ORB SLAM2 0.00303 0.00105 0.0052 

 

 
Figure 1.  Results of each algorithm’s localization in rviz 

V. CONCLUSION 
In this paper, we proposed a combinational approach for 

robust robot localization in dynamic indoor environments. 
Experimental results in dynamic environments show that the 
ACF algorithm proposed in this paper has the lowest error. In 
future research, we plan to refine the proposed algorithms by 
removing dynamic objects detected by LiDAR or excluding 
localization results that significantly deviate from 
neighboring nodes. 
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Abstract—This paper describes the foley sound synthesis 
system. Thus, it aims to creates foley sound, which is widely 
utilized as various sound effects in multimedia contents. To 
accomplish this, it uses sound synthesis technique, generating a 
4-second audio clip of one of seven classes. Specifically, we fine-
tuned the baseline model provided by DCASE 2023 such that 
improves the performance. After that, we ensemble the models 
using Monte Carlo Dropout. The performance of the proposed 
system was compared with the baseline using Frechet Audio 
Distance(FAD), which is referred as an audio evaluation metric. 
As a result, it was confirmed that both the single model and the 
ensemble model outperform the existing baseline system. 

Keywords— Foley sound synthesis, Monte Carlo Dropout, 
model ensemble 

I. INTRODUCTION 
Foley sound refers to sound effects generated by events 

occurring in radio or movies. This foley sound is employed to 
add various sound effects in multimedia contents.  The 
conventional foley sound synthesis was manually recorded 
and mixed by foley artists. However, recently, with 
advancements in generative models, research is being 
conducted to utilize sound synthesis techniques to generate 
foley sounds [1]. 

DCASE opens various challenges based on audio data. 
Among them, Task7 is to utilize sound synthesis technology 
to generate foley sounds. It consists of seven classes and 
generates sounds of 4 seconds in length. 

In this paper, we propose suitable hyperparameters based 
on the baseline provided by DCASE to perform high-quality 
sound generation. Furthermore, we suggest an ensemble 
system using Monte Carlo Dropout [2]. In other words, we 
fine-tuned the base-line model very sensitively to improve 
model behavior. Moreover, we utilized the Monte Carlo 
Dropout technique to facilitate ensemble training for models 
with long training times. 

This paper is structured as follows. Section 2 describes the 
model structure and training method of the proposed system. 
Section 3 describes the performance comparison of the 
baseline provided by DCASE and our proposed model. 
Finally, Section 4 describes the conclusion of this technical 
report. 

II. PROPOSED METHOD 

A. Dataset 
We used the dataset provided by DCASE. The data 

provided by DCASE consists of a total of 4,850 sounds 
divided into seven classes (DogBark, Footstep, Gunshot, 
Keyboard, MovingMotorVehicle, Rain, Sneeze/Cough). The 
dataset was collected from UrbanSound8K, FSD50K, and 
BBC Sound Effects1, and seven classes were selected 
considering urban sound taxonomy [3]. All audio files have 
been converted to mono 16-bit format and have a sampling 
rate of 22,050Hz. In addition, the length of each sound is four 
seconds, and the number of samples in each class is different. 
In this study, a window size of 1024 and a hop length of 256 
were set to extract 80-dimensional mel-spectrograms. 

 

Fig. 1. Overall architecture of PixelSNAIL 

B. Model Architecture 
The baseline system consists of a total of 3 modules: One 

of them includes PixelSNAIL, which is known as a generative 
model that combines causal convolution and self-attention 
mechanism to generate high-quality distributions [4]-[6]. 
PixelSNAIL takes the class label of the sound to be generated 
as input and generated a discrete time-frequency 
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representation(DTFR). The following module is a VQ-VAE  
model that performs effective representation learning through 
vector quantization [7]. We use a trained VQ-VAE to acquire 
the DTFR generated from a mel-spectrogram [6]. In order to 
reconstruct a time-domain audio signal from the log mel-
spectrogram, The HiFi-GAN, which is widely known as a 
high-performance neural Vocoder, was utilized [8].  

Figure 1 shows the model structure of PixelSNAIL [6]. 
Here, The token is a vector filled with all zeros in the same 
shape as the DTFR in VQ-VAE. The PixelBlock consists of a 
combination of gated residual block and causal self-attention 
mechanism. The gated residual block regulates the 
information flow between layers using a gated activation unit 
and residual block [6]. It allows for controlled communication 
of information between different layers. The causal self-
attention is utilized to extract crucial information by capturing 
the relationships and dependencies among the elements of the 
data. In other words, it helps capture important dependencies 
and patterns in the data by considering the causal relationships 
within the sequence [9]. 

The convolutional encoder used in VQ-VAE captures 
context-related acoustic information at various scales through 
a multi-scale convolution layer and then converts a discrete T-
F representation(DTFR). The convolutional decoder is 
responsible for reconstructing the extracted time-frequency 
representation into a mel-spectrogram. The structure of the 
decoder uses a structure similar to that of the encoder, but the 
only difference is that it does not use a multi-scale convolution 
layer [7]. 

C. Training Method 
Adam was used as an optimizer for model training. By 

setting the Cycle Scheduler, the learning rate is increased up 
to 3e-4, and the learning rate is adjusted periodically through 
the cosine period function [10]. 

Moreover, PixelSNAIL used 4 PixelBlocks, and Dropout 
was set to 0.1. In order to an appropriate model for 
PixelSNAIL, we performed several training with different 
channel information. 

TABLE I.  TEST RESULTS FOR EACH MODEL 

 

III. EXPERIMENTS 
In order to demonstrate the effectiveness of our foley 

sound system, the objective evaluation was conducted using 
Frechet Audio Distance(FAD), which is widely employed as 
an audio evaluation metric [11]. Note that there was no 
overlap between the training and evaluation data. For each 
class, we utilized approximately 50 samples for evaluation. 

Table 1 shows the FAD result for each model. The 
baseline model in Table 1 indicates 256-channel PixelBlock, 

while the fine-tuned model implies 512-channel PixelBlock. 
To ensemble several models, we utilized the Monte Carlo 
Dropout, where N represents the number of inferencing 
iterations. The experimental result indicates that our fine-
tuned model and ensemble model outperform the baseline 
model. Among them, the ensemble model with 5 inferencing 
iterations showed the highest performance. 

IV. CONCLUSION 
In this paper, we attempted to fine-tune the baseline model 

for high quality sound synthesis, and ensembled the systems 
via Monte Carlo Dropout. The results of the evaluation 
through the validation dataset show that the single model and 
the ensemble model have high performance compared to the 
baseline model. 
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Model Frechet Audio Distance 

Baseline Model 10.665 

Fine-Tuned Model 9.439 

Ensemble Model (N=2) 9.213 

Ensemble Model (N=5) 9.160 

184



Predicting Power Consumption in an Industrial
Complex in Gumi using XGBoost

Eun Jeong Son
ICT Convergence Research Center

Kumoh national Institute of Technology
Gumi, Republic of Korea
nadojo1227@kumoh.ac.kr

Jae Gwang Ahn
ICT Convergence Research Center

Kumoh national Institute of Technology
Gumi, Republic of Korea

jkan17@kumoh.ac.kr

Jae-Min Lee
Dept. of IT Convergence Engineering
Kumoh national Institute of Technology

Gumi, Republic of Korea
ljmpaul@kumoh.ac.kr

Dong-Seong Kim∗

Dept. of IT Convergence Engineering
Kumoh national Institute of Technology

Gumi, Republic of Korea
dskim@kumoh.ac.kr

Abstract—Recently, eco-friendly technologies have been emerg-
ing to address global warming and pollution. As a result, smart
energy platforms (SEPs) have been implemented in industrial
complexes in Korea. This study focuses on predicting power
consumption in an industrial complex located in Gumi, South
Korea, using the XGBoost machine learning algorithm. Accurate
forecasting of power consumption is crucial for efficient energy
management and resource allocation in industrial settings. The
proposed approach utilizes historical power consumption data
collected by the SEP to develop a predictive model. XGBoost,
a powerful gradient-boosting algorithm, is employed to capture
complex relationships and patterns within the data. The trained
model demonstrates the ability to predict the trend of power
consumption, enabling proactive decision-making for energy opti-
mization and cost reduction. The findings of this study contribute
to enhancing energy efficiency and sustainability in industrial
complexes, providing valuable insights for energy managers and
policymakers.

Index Terms—XGBoost, Prediction, Regression, Energy Con-
sumption, Industrial Complex, Smart Energy Platform

I. INTRODUCTION

Recently, eco-friendly technologies have been emerging to
address global warming and pollution. As a result, smart
energy platforms (SEPs) have been implemented in industrial
complexes in Korea [1], [2]. The industrial sector is a signif-
icant consumer of energy, and accurate prediction of power
consumption plays a crucial role in effective energy manage-
ment and resource allocation. In recent years, advancements in
machine learning techniques have provided new opportunities
for developing accurate predictive models in various domains.
In this study, we focus on predicting power consumption in an
industrial complex located in Gumi, South Korea, leveraging
the eXTreme Gradient Boosting (XGBoost) machine learning
algorithm [3].

Efficient energy management in industrial complexes re-
quires proactive decision-making based on accurate power
consumption forecasts [4]–[6]. By accurately predicting power
consumption, energy managers can optimize energy usage,
improve cost-effectiveness, and reduce environmental impact.

Traditional forecasting methods often rely on simple statistical
techniques that may not capture the complex relationships
and patterns present in the data. In contrast, machine learning
algorithms offer the potential to capture nonlinear relationships
and make more accurate predictions.

To address this challenge, we propose a predictive model-
ing approach that utilizes historical power consumption data,
which is collected by the SEP in Gumi, to train an XGBoost
model. XGBoost, a powerful gradient boosting algorithm, has
shown excellent performance in various prediction tasks. It
can effectively capture complex interactions between input
variables and produce accurate predictions. By leveraging
historical power consumption data and the capabilities of
XGBoost, we aim to develop a predictive model that accurately
forecasts power consumption trends in the industrial complex.

The remainder of this paper is organized as follows. Section
2 presents the methodology, including data collection, pre-
processing, and the XGBoost modeling approach. Section 3
discusses the experimental setup and presents the results of the
predictive model. Finally, Section 4 concludes the paper with
a summary of the findings and potential avenues for future
research.

II. PROPOSED METHOD

To predict the energy consumption of the industrial complex
in Gumi, historical data from three randomly chosen factories,
collected by the Smart Energy Platform (SEP) as shown in Fig-
ure 1, is used as the dataset. However, the available historical
data is limited to the year 2020. Therefore, we restricted the
training data to the period from January to November and used
the data from December for testing. The data collected by SEP
is provided in hourly intervals and measured in kilowatt-hours
(kWh). Hence, we performed preprocessing on the data to
prepare it for training the XGBoost model. The input features
include hours, day of the week, quarter, month, day of the year,
day of the month, and week of the year. After preprocessing
the data, separate datasets were created for training and testing.
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Fig. 1. Smart Energy Platform monitoring display

Fig. 2. Prediction result1

Using these datasets, the XGBoost model was trained and
employed for predicting energy consumption.

III. EVALUATION RESULTS

This section presents the prediction results obtained from
the trained XGBoost model. As described in Section II, the
training dataset covers the period from January to November
2020, while the test dataset covers the period of December
2020. Figures 2, 3, and 4 depict the comparisons between
the test dataset and the prediction results generated by the
XGBoost model. As demonstrated in Figures 2, 3, and 4,
the predictions effectively capture the trend of future energy
consumption.

IV. CONCLUSION

In this study, we focused on predicting power consumption
in an industrial complex located in Gumi, South Korea, using
the XGBoost machine learning algorithm. Accurate forecast-
ing of power consumption is crucial for efficient energy
management and resource allocation in industrial settings. By
leveraging historical power consumption data collected by the
Smart Energy Platform (SEP) and employing the powerful
XGBoost algorithm, we developed a predictive model that
effectively captured the complex relationships and patterns
within the data.
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Abstract— The demand for high throughput, low-latency, and 
fast response times from applications such as augmented reality 
(AR), cloud gaming, virtual reality (VR),  4K/8K videos, extended 
reality (XR), and others is rapidly increasing. These requirements 
exceed the performance bounds of the current standards, IEEE 
802.11ax, and necessitate a high performing wireless local area 
network (WLAN) standard. To meet this demand, task group BE 
(TGbe) established a new standard known as Extremely High 
Throughput (EHT), also referred to as IEEE 802.11be (Wi-Fi 7), 
which can provide a throughput of over 30 Gbps. EHT has 
achieved significant performance improvements in wireless 
networks through new technologies at the lower layers, and these 
improvements are expected to make a significant contribution that 
can improve the performance of aerial and maritime wireless 
communications. In maritime environments, there are various 
access points (APs) such as ships, docks, and ports, where it is 
essential to minimize the interference between these APs to 
enhance the communication efficiency. Accordingly, this paper 
provides a comprehensive overview of the multiple access point 
(multi-AP) transmission technology among various technologies 
supported by Wi-Fi 7. 

Keywords— EHT, Wi-Fi 7, 802.11be, multi-AP coordination, 
transmission, WLAN. 

I. INTRODUCTION 
IEEE 802.11 (Wi-Fi) is a standard specification for wireless 

local area networks (WLAN) that are utilized by over 18 billion 
Wi-Fi devices worldwide [1]. It is widely adopted in various 
fields, including personal devices and industrial IoT sensors. 
The advancement of WLAN technology has led to the 
exploration of IEEE 802.11be (EHT), which focuses on 
enhancing medium access control (MAC) layers and the 
physical (PHY). This aims to improve Quality of Service (QoS) 
by increasing data transfer rates and decreasing network latency. 
Furthermore, the next-generation IEEE 802.11 standard will be 
able to meet the communication needs between various ships, 
ports, and control facilities through high throughput, low latency, 
and minimal interference in maritime wireless communication 
environments. EHT provides WLAN throughput five times 
larger than Wi-Fi 6 using various technologies, such as, up to 
320 MHz bandwidth, increasing modulation speed through 
4096-QAM, and increasing the number of spatial streams 
through MU-MIMO. Especially, EHT supports multi-AP 

coordination, which optimizes channel selection and improves 
the WLAN performance through various AP solutions. In [2], 
the transmission techniques of multi-AP coordination are 
summarized as joint transmission (JXT) and coordinated 
beamforming (CBF) at the PHY layer and coordinated 
orthogonal frequency-division multiple access (Co-OFDMA) 
and coordinated spatial reuse (CSR) at the MAC layer. In 
addition, various methods have been proposed to implement 
efficient multi-AP coordination to mitigate interference and 
improve system performance, including methods that combine 
techniques such as frequency/time allocation and spatial reuse, 
while others seek to address complexity through machine 
learning. 

II. MULTI-AP COORDINATION  
In this section, an overview of the schemes related to multi-

AP coordination that is supported by 802.11be. When demand 
increases in a close wireless network environment, channel 
interference inevitably occurs, resulting in poor resource 
utilization. To overcome this, TGbe proposes to introduce multi-
AP coordination that can optimize channel selection and 
perform efficient communication by adjusting load through 
close cooperation between nearby APs. First, in order to 
coordinate between independent APs, channel state information 
(CSI) is first provided from the STA to AP through multi-AP 
channel sounding, and after performing this procedure, multi-
AP transmission can start. The multiple-AP systems considered 
by TGbe are coordinated and jointed in two ways [3], and four 
schemes are introduced in the subsection below. 

A. Coordinated spatial reuse (CSR)  
 The previous standard, 802.11ax, does not perform multiple 
coordination between APs, so some APs that coordinate their 
transmit power will have a lower SINR. Therefore, EHT 
proposes a coordination scheme that minimizes interference 
through CSR, thus improving resource utilization and saving 
power. To improve this uncoordinated approach, EHT 
minimizes interference by coordinating the transmit power 
between APs for proper SINR of all stations (STAs) in a multi-
AP Wi-Fi network as shown in Fig. 1 (a).  The CSR scheme can 
be adjusted with less feedback between APs and is more 
resistant to interference than SR in 802.11ax.  
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Fig. 1. Wi-Fi network example of (a) CSR and (b) C-OFDMA.  

B. Coordinated-OFDMA (C-OFDMA)  
OFDMA is a technology that allows multiple access by 

dividing the available bandwidth into resource unit (RU) and 
allocating the available RUs to each STA. EHT extends this 
capability to multi-AP, allowing APs to cooperatively 
coordinate their schedules in the domains of time and frequency. 
In C-OFDMA, APs can allocate the same or different RU to 
share all OFDMA resources and coordinate with each other to 
avoid interference, as shown in Fig. 1 (b). This allows APs to 
jointly allocate resources to transmit data simultaneously, 
minimizing collisions between basic service sets (BSSs) and 
enabling more efficient use of spectrum. 
 Due to their simplicity and flexibility, CSR and C-OFDMA 
schemes are considered to be the most likely schemes to be 
supported in the new revision [4]. 

C. Coordinated-Beamforming (CBF) 
CBF (or Null steering) is a scheme that suppresses 

interference by using spatial radiation nulls toward STAs that 
are not served by the AP, as shown in Fig. 2 (a). In current 
WLANs, inter-AP interference cannot be controlled because no 
coordination is performed. To implement this, the CBF checks 
the CSI of neighboring STAs in order to ignore signals for STAs 
that are not in service. Therefore, CBF does not perform 
coordination through data exchange between APs, and the 
scheme demonstrates a superior concurrency performance 
compared to single AP and CSR [5].  

D. Joint Transmission (JTX) 
 JTX (or D-MIMO) is a scheme that supports multiple APs 
to transmit data simultaneously, reducing data transmission 
collisions and improving the reliability and bandwidth. 
Although JTX shows high levels of transmit and receive gains 
compared to other coordination schemes, JTX has complexity 
issues, such as, accurate time/phase synchronization and high-
speed backhaul, to transmit data from multiple APs 
simultaneously. However, with proper backhauling and 
synchronization, this is a scheme that can increase the frame rate 
through spatial diversity [6]. 

III. COORDINATION OPEN ISSUE 
 There are various open issues for coordination between APs 
in real Wi-Fi networks. First, coordination in multi-AP networks 
requires significant signal overhead and processing complexity 

 
Fig. 2. Wi-Fi network example of (a) CBF and (b) JTX (D-MIMO).  

in the process of communicating with neighboring APs and 
acquiring CSI in the process of channel sounding. There is also 
the question of whether coordination between different networks 
will be possible given the heterogeneous environment of APs 
produced by different vendors in real-world environments. Next, 
coordination methods like JXT are complex because strict 
synchronization between APs can be affected by a variety of 
factors in the real world. Finally, the need for advanced 
scheduling techniques also exists because of the multiple 
information exchanges that occur to make this coordination 
happen [4]. 

IV. CONCLUSION 
This paper summarizes several technologies for multi-AP 

coordination, which is one of the key features of next-generation 
Wi-Fi 7. Based on the introduced schemes, many studies are 
being conducted to optimize and utilize their performance in 
various ways. In future works, there is still research that needs 
to be done on various optimization schemes and new 
implementations to overcome various open issues that need to 
be addressed, which will contribute to an improved performance 
in Wi-Fi networks. 
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Abstract— The demand for faster and more reliable wireless 

communication is increasing with the growing number of 
connected devices and data-intensive applications. Wi-Fi 7, the 
latest standard of the IEEE 802.11 family, aims to address these 
challenges by offering unprecedented speed, capacity, and 
efficiency improvements. Wi-Fi 7 can be used in the maritime area 
to provide high-speed wireless connectivity for various 
applications, such as navigation, communication, entertainment, 
and security. Wi-Fi 7 can also support multi-user and multi-device 
scenarios, such as multiple ships or drones communicating with 
each other or with a base station. This survey paper provides an 
overview of the key features and element technologies of Wi-Fi 7, 
specifically Multi-link Operation (MLO).  

Keywords— IEEE 802.11be, Wi-Fi 7, Multi-link operation, 
Alternating multi-link, High band simultaneous multi-link, 
Preamble puncturing 

I. INTRODUCTION 
In recent years, the maritime industry has seen a growing 

demand for high-speed internet connectivity for both 
commercial and personal use. Wi-Fi is one of the most popular 
wireless technologies used in maritime environments, providing 
connectivity to devices on ships, offshore platforms, and other 
maritime facilities. With the introduction of Wi-Fi 7, the 
maritime industry can potentially benefit from improved data 
rates, increased capacity, and reduced latency. And, various 
research efforts are underway in companies and research labs, 
and papers (including white papers from IT companies [1],[2]) 
for implementing IEEE 802.11be for this technology have been 
provided, with some products expected to be released soon, even 
in 2023. This paper provides an overview of the technology 
elements of multi-link operation (MLO) used in Wi-Fi 7. The 
paper concludes with directions for future research on Wi-Fi 7 
in maritime environments. Section II describes MLO and 
discusses the concepts of its elementary technologies: 
alternating multi-link (AML), high-band simultaneous multi-
link (HBSML), and preamble puncturing (PP). Finally, Section 
III discusses recent research trends. 

II. MULTI-LINK OPERATION 

A. Introduction 
Wi-Fi technology's wider channels offer high throughput 

and low latency, but those come with some inefficiencies. To 

avoid interference, transmissions need to be fully synchronized 
when modulating to wider Orthogonal Frequency Division 
Multiple Access (OFDMA). If the underlying 20 MHz channel 
is busy, it can block the entire wide channel, leaving sub-
channels idle. Wi-Fi 7 overcomes this inefficiency by 
introducing an advanced multi-link operation.  

MLO is a technique that allows multiple independent links 
to operate simultaneously between two or more devices. With 
MLO, users can expect high speeds and low latency as multilink 
devices (MLDs) can use the 2.4GHz, 5GHz, and 6GHz bands 
all at the same time in a variety of situations, such as load 
balancing to address traffic demand spikes or aggregating data 
across multiple bands. In cluster ship operations that use IoT 
device control and anything else that is latency sensitive, this 
technology can serve as a big advantage. Through bandwidth 
aggregation, Wi-Fi 7 MLO stations (STAs) can increase the 
throughput and have more opportunities to transfer data, which 
reduces latency. Those are also able to coordinate between 
frequencies so that those don't interfere with each other, 
resulting in a stable connection. 

B. Alternating Multi-Link(AML)  
Access Points (APs) support a low-band channel of 2.4 GHz 

and two high-band channels of 5 and 6 GHz. Wi-Fi 7 can support 
different ways for user devices to utilize these channels. Figure 
1 shows a device using MLO to freely switch between each 
frequency band. One is to allow devices to automatically select 
a less congested frequency band and transmit data over that 
frequency channel. This prevents congestion on the link, 
reducing latency. Devices using older Wi-Fi technology can 
connect to all three bands, but those can only send data over one 
band at a time, and the frequency hopping switching overhead 

Fig. 1. Alternating multi-link operation example 
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can result in delays of up to 100 ms.  However, with MLO 
technology, the delay is expected to be reduced to 1 ms using a 
unified connection 

C. High band simultaneous Multi-Link (HBSML)  
One of the advancements in Wi-Fi 7 is HBSML. As shown 

in Figure 2, HBSML allows devices to transmit data on all 
available frequency bands simultaneously, maximizing 
throughput and reducing latency. By operating on two bands 
simultaneously, devices can combine available frequency bands 
and utilize the throughput of each. This reduces congestion on 
each band, resulting in faster data transfer and a better 
performance. Using multiple bands simultaneously also 
provides redundancy and ensures a more reliable connection. In 
addition to utilizing multiple frequency bands, it is possible to 
use the 2.4 GHz frequency band more efficiently. IoT devices 
that require lower transmission rates can be assigned to this band, 
freeing up more bandwidth in the 5 GHz and 6 GHz bands for 
other user devices. This frequency band allocation helps reduce 
interference and improve overall network performance. Wi-Fi 7 
can also combine four streams through HBSML to create a 
single, efficient 320 MHz band, which can deliver higher data 
rates and better performance, especially in high network demand 
environments. 

D. Preamble Puncturing (PP) 
In previous Wi-Fi systems, if an AP occupies a free 

contiguous channel in the spectrum, it is not allowed to use that 
frequency. PP is a smart interference avoidance technology to 
solve this problem. Wi-Fi 7 uses its smart solution to prevent 
interference in the spectrum, as shown in Figure 3. By avoiding 
parts of the spectrum and allocating contiguous channels within 
that spectrum, the overall bandwidth is lowered by the punctured 
amount, but in the end, a wider channel is available than if PP 
had not been used. In addition, when multiple bands are 
operating simultaneously, such as with HBSML as described 
above, devices accessing an interfering channel can be directed 
to an alternate channel. 

III. OPEN ISSUES AND CURRENT DIRECTION 
Despite the promise of MLO, there are several open issues, 

including Non-simultaneous transmit and receive (NSTR) and 
Legacy Blindness, Spectrum Inefficiency, Channel Access 
Fairness, and Load Balancing, which are pointed out in [3] and 
direction is given on how to address them. In addition, several 
conference papers and journal articles have proposed measures 
to further improve MLO. In [4], a new analytical model for 
NSTR and Legacy Blindness issues is presented, showing a 
scenario where NSTR MLD does not result in fairness problems 

in heterogeneous Wi-Fi networks. Among them, implementing 
a traffic manager to perform traffic allocation as a method for 
load balancing issues is proposed in [5]. The authors of [6] 
analyzed scenarios to achieve higher performance when 
building a dense network using MLO and showed that it is 
important to choose the right perspective according to the 
network or device type when determining channel access in 
dense deployments. It is proposed that artificial intelligence 
techniques such as reinforcement learning could be the solution. 

IV. CONCLUSION 
In this paper, a description of MLO and its component 

technologies are presented. It is shown that some published 
papers have addressed this technology focusing on open 
technical issues and corresponding methods that the authors 
have tried to overcome and improve the performance. 

ACKNOWLEDGMENT 
This work was supported by Institute of Information & 

communications Technology Planning & Evaluation (IITP) 
grant funded by the Korea government (MSIT) (2021-0-00040, 
Development of intelligent stealth technology for information 
and communication resources for public affairs and missions)  

REFERENCES 
[1] D. Tseng, “Key Advantages of Wi-Fi 7: Performance, MRU & MLO” 

Mediatek, White paper, February 2022. [Online]. Available 
https://www.mediatek.com/blog/mediatek-wifi-7-whitepaper-detailing-
key-advantages-performance-mru-and-mlo 

[2] A. Hsu, “Wi-Fi 7 Multi-Link Operation (MLO)”, Mediatek, White paper, 
January 2022. [Online]. Available, https://www.mediatek.com/blog/wifi7 
-mlo-white-paper 

[3] Á. López-Raventós and B. Bellalta, "Multi-Link Operation in IEEE 
802.11be WLANs," IEEE Wireless Commun, vol. 29, no. 4, pp. 94-100, 
Aug. 2022 

[4] N. Korolev, I. Levitsky and E. Khorov, "Analytical Model of Multi-Link 
Operation in Saturated Heterogeneous Wi-Fi 7 Networks," IEEE Wireless 
Commun. Lett., vol. 11, no. 12, pp. 2546-2549, Dec. 2022 

[5] Á. López-Raventós and B. Bellalta, "Dynamic Traffic Allocation in IEEE 
802.11be Multi-Link WLANs," in IEEE Wireless Commun. Lett., vol. 11, 
no. 7, pp. 1404-1408, July 2022 

[6] D. Medda, A. Iossifides, P. Chatzimisios, F. José Velez and J. -F. Wagen, 
"Investigating Inclusiveness and Backward Compatibility of IEEE 
802.11be Multi-link Operation," 2022 IEEE Conference on Standards for 
Communications and Networking (CSCN), Thessaloniki, Greece, 2022, 
pp. 20-24     

Fig. 2. High band simultaneous Multi-Link 

Fig. 3.     Preamble Puncturing 

190



 

Analysis of Energy Efficient Operation using Target 
Wake Time (TWT) in IEEE 802.11be 

Youngwook Kim 
School of Electrical & 
Electronic Engineering 

Yonsei University 
Seoul, South Korea 

kyw8738@yonsei.ac.kr 
 

Yunyeoung Goh 
School of Electrical & 
Electronic Engineering 

Yonsei University 
Seoul, South Korea 

rhdbsdud@yonsei.ac.kr 
 

Jungmin Seo 
School of Electrical & 
Electronic Engineering 

Yonsei University 
Seoul, South Korea 

sjm1335@yonsei.ac.kr 
 

Minseung Park 
School of Electrical & 
Electronic Engineering 

Yonsei University 
Seoul, South Korea 

alex35@yonsei.ac.kr 
 

Jong-Moon Chung 
School of Electrical & 
Electronic Engineering 

Yonsei University 
Seoul, South Korea 
jmc@yonsei.ac.kr

Abstract— IEEE 802.11be has been proposed to support 
extremely high-throughput Wi-Fi services, which include real-
time applications and high-resolution video streaming. In 
maritime, especially, many crew members can connect to access 
points (APs) on a ship, enabling them to use the high-throughput 
and low-latency services for video monitoring, remote control, and 
entertainment purposes. However, the energy efficiency in 
battery-powered mobile devices is also an important consideration. 
This article introduces IEEE 802.11be and related features. 
Furthermore, this article provides an overview of Target Wake 
Time (TWT) for power-saving. Finally, we analyze and summarize 
state-of-the-art research related to power-saving methods in IEEE 
802.11be. 

Keywords—IEEE 802.11be, Power-saving, Target Wake Time  

I. INTRODUCTION 
Innovations in wireless communication technology have 

created a tremendous demand for high-throughput, reliability 
and low-latency in the network. The growth of network service, 
such as, extended reality (XR) and 4K/8K ultra-high-resolution 
video streaming, is further increasing this demand. Especially in 
maritime applications, there are many use cases that require an 
enhanced network. For example, high-resolution CCTV is being 
streamed in real-time as a way to check the external and internal 
conditions of a ship, and many containers are being remotely 
controlled from a ship. Additionally, many crew members use 
high-throughput network for entertainment purposes. To 
address these needs, Task Group BE (TGbe) of the IEEE 802.11 
working group has defined a standard, named IEEE 802.11be 
Extremely High Throughput (EHT), to support high-speed 
wireless networks. IEEE 802.11be EHT aims to provide 
superior performance such as high-throughput [1]. The standard 
also includes Target Wake Time (TWT) in order to enhance 
battery efficiency on high-throughput networks. Energy 
efficiency is important in high-throughput networks, as most 
network devices (e.g., smartphone and IoT devices) are powered 
by batteries and have a limited lifetime. For this reason, TGbe 
has included TWT in the IEEE  802.11be specifications to 
increase energy efficiency. In this article, we introduce IEEE 
802.11be and TWT from a high-throughput network and energy 
efficiency perspective. In the final section, we will investigate 
how to use TWT with IEEE 802.11be. 

II. IEEE 802.11BE EHT AND ENERGY EFFICIENCY 
To support extremely high throughput above 30 Gbps, 

enhanced PHY and MAC protocols are proposed in 802.11be 
EHT. In the IEEE 802.11be EHT specification [2], IEEE 
802.11be features mainly the following characteristics. 

• Multi-RU 

• Multi-link operation (MLO) 

• Channel Bandwidth up to 320 MHz 

• Enhanced Modulation scheme 4096-QAM 

IEEE 802.11be features support enhanced network 
performance using enhanced resource allocation, increased 
network capacity, and multi-link operation. However, since 
most of the stations (STAs) are battery-powered devices, the 
impact of improved throughput on battery lifetime is the key 
factor to be considered. In [3], research has shown that, due to 
the characteristics of MLO and multi-AP collaboration, EHT-
devices can drain batteries while in listening mode for a long 
period of time, which is needed to handle multi-link connections. 
Moreover, the authors suggested that battery management in 
802.11be can be one of the research objectives in the 802.11be 
study. 

III. TARGET WAKE TIME (TWT) 
TWT is a feature of IEEE 802.11 for energy efficiency. 

Since the introduction of TWT in IEEE 802.11ah, TWT has 
improved power-saving performance. Eventually, TGbe 
included further improved TWT, Restricted TWT, in IEEE 
802.11be. TWT allows networked devices to enter doze mode 
to save power consumption while ensuring that they wake up in 
time to receive or send data packets. IEEE 802.11ax supports 
several types of TWT mechanism as listed below.   

• Broadcast TWT 

• Individual TWT 

For individual TWT operations, each STA needs to establish 
individual TWT agreements with the AP. In contrast, Broadcast 
TWT doesn’t require an agreement of TWT between the 
scheduled STAs and the scheduling STA [4]. Fig. 1 shows an 
overview of the broadcast TWT mechanism. During the Target 
Beacon Transmission Time (TBTT)  negotiation period, STAs 
agree on the target beacon to be received. As a result, STAs can 
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save the battery by entering doze mode until the negotiated time 
to listen for a target beacon. When STAs listen a target beacon 
containing information about the time to wake up, STAs can 
enter doze mode again until the time to listen for a trigger frame. 
In doze mode, STAs can save much battery energy [5]. For this 
reason, E. Stepanova, et al. proposed collaborated ways to use 
TWT and Wake Up Radio (WUR) based on IEEE 802.11ba for 
improved power-saving of IoT devices [6]. TWT is the most 
effective power-saving methods in IEEE 802.11, but if TWT 
does not work properly, it can cause performance degradation 
and battery drain due to transmission collisions. For this reason, 
a lot of studies to optimize TWT has been conducted based on 
IEEE 802.11ax. For example, Chen, Q., el at. proposed a TWT 
scheduling strategy in IEEE 802.11ax features, such as, the 
number of active UEs or resource units (RUs), which have a 
great impact on throughput and energy efficiency [7]-[9], and 
the author of [10] proposed a MAC protocol based on grouping 
using TWT scheduling for improvement of energy efficiency. 

IV. IEEE 802.11BE WITH TARGET WAKE TIME 
TGbe considers TWT one of the key features for energy 

efficiency in IEEE 802.11be. In [11], the authors mentioned that 
TGbe suggested TWT with Traffic Indication Map (TIM) as a 
power-saving method for MLO features in 802.11be. In addition, 
802.11be has extended the functionality of TWT under the name 
of Restricted TWT (rTWT). TWT is not only a power-saving 
method by minimizing medium contention, but also a 
deterministic low latency way by explicitly identifying  the time 
for STA to wake up. rTWT is a IEEE 802.11be feature that APs 
can reduce jitter and volatility of latency using enhanced 
medium access protection and resource reservation operations. 
Consequently, rTWT increases reliability of latency sensitive 
services. In [12]-[14], the authors featured rTWT as a key 
feature that reduces latency volatility in IEEE 802.11be. Table I 
summarizes the TWT proposals based on target standards and 
related features. 

V. CONCLUSIONS 
This article studied the characteristics of IEEE 802.11be and 

battery drain issues caused by IEEE 802.11be features. In 
addition, this article presented TWT mechanism and TWT 
related studies including rTWT. In summary, TWT in IEEE 
802.11be will become the most popular topic in IEEE 802.11 for 
energy efficiency and reliable networks. 

TABLE I.  TWT PROPOSALS DRIVEN BY FEATURES  
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Abstract—This paper proposes a method for designing and
implementing a network testing tool that can efficiently mea-
sure network performance. The proposed method defines the
necessary functionalities for testing network performance and
designs a tool for network testing that meets these requirements.
The proposed testing tool utilizes the open-source network
traffic testing tool, iPerf, to measure network throughput. The
proposed tool incorporates the necessary functionalities for user
convenience and network testing, as based on iperf. This paper
outlines the design process, implementation method, and results
of a network performance testing tool that utilizes iperf.

Index Terms—Traffic Test, Network Test, iperf, implementation

I. INTRODUCTION

Network testing tools are widely used not only in research
but also in the IT industry. These procedures are essential for
identifying various problems that may occur in the network
environment before designing and configuring a network. It
also helps to verify the network’s maximum performance.
Network testing tools can be used to identify and address
issues such as insufficient bandwidth, packet loss, and latency
in the network environment. In particular, for networks that
prioritize stability, it is essential to proactively identify and
resolve any potential failures. There are several commercial
network testing tools available, including Wireshark, which
offers packet capture and analysis capabilities. Nmap is an-
other tool that measures security-related network performance.
Additionally, there are various tools developed to measure
specific performance parameters such as network bandwidth,
utilization, and packet loss. [1] [2].

On the other hand, evolving network systems such as 5G
and 6G require pre-testing of networks due to their new
structures and demands. For example, during a field trial
using the 28GHz band in a 5G network, the iperf network
testing tool was used for network performance verification
[3]. Networks have transitioned from a structure in which
each node used only one band to a structure in which each
node can simultaneously use multiple bands. To accurately
test the performance of a network, it is essential to generate
multiple types of traffic simultaneously. This ensures that the
network can handle various types of data and traffic loads,
providing a more comprehensive evaluation of its capabilities.
Additionally, a feature is needed to remotely test traffic instead

of directly managing intricate network nodes. Moreover, given
that network nodes utilize a mix of Windows, Linux, and
macOS operating systems, the network testing tool must be
compatible with all three operating systems.

Fig. 1. Network Test tool architecture

In this paper, we present a GUI-based network traffic testing
tool designed to meet the aforementioned requirements. The
tool is based on iperf, a command-line-based network traffic
testing tool, but with added user convenience and functionality.
We have enhanced the network performance testing software to
enable remote simultaneous testing on multiple nodes, which
was previously limited to testing on a single node. We utilized
a cross-compile framework as a development tool to run
desktop applications on any operating system [4]. Figure 1
depicts the structure of the network performance testing tool
proposed in this paper. The network performance testing tool
implemented in this paper is divided into terminal software
and central control software. The terminal software and central
control software communicate with each other by exchanging
control data and test result data.

II. SYSTEM DESIGN

A. Terminal Software

The terminal software is installed on each node of the
network, and it executes the iperf process to measure network
traffic. The terminal software is capable of measuring the
maximum available bandwidth between network nodes by
creating multiple processes independently. It can also test
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specific bandwidths based on the settings. It can measure mul-
tiple bands simultaneously by performing multiple processes.
Figure 2 shows the operational flow of the terminal software.
Moreover, the terminal software is designed to function in
network mode, enabling it to be controlled remotely by the
central control software. In network mode, this system has
the ability to configure connections with the central control
software, differentiate control data received from the central
control software, and execute and oversee the network traffic
testing tool processes.

Fig. 2. The Terminal SW Flowchart

B. Central Control Software

The central control software enables efficient network test-
ing by registering multiple tests simultaneously and allowing
remote testing of each node. Figure 3 displays the operational
flow of the central control software. It transitions from the
”Wait” state to perform tasks such as configuring traffic testing
scenarios, conducting traffic tests, and analyzing test results
as per the user’s request. The software also manages relevant
lists based on connection requests from the terminal software
(clients). When a test is conducted, the list of test commands,
results of each test, and settings are stored in a database format.

Fig. 3. Central Control SW Flowchart

III. IMPLEMENTATION RESULTS

The proposed network performance testing tool was imple-
mented using the cross-compile framework Qt6 C++. It was
ported to both Windows and Linux platforms, and the imple-
mentation results were verified. Terminal software was loaded
onto separate nodes running Windows and Linux (Ubuntu)
respectively, and the central control software conducted the
tests from the Windows node. In the traffic test, a certain

amount of bandwidth was tested between the two nodes where
the terminal software was loaded. Figure 4 shows the results
of the test performed in standalone mode by the terminal
software. A bandwidth of approximately 500 Mbps was tested
using a loopback address, and the test results can be observed
through graphs and terminal logs. Figure 5 represents the
implementation results of the central control software. It was
confirmed that the proposed design method functions correctly,
including remote node access, test command configuration,
execution, result collection, and verification. The result verifi-
cation displays graphs and summarizes key test results similar
to the terminal software.

Fig. 4. Central Control SW Flowchart

IV. CONCLUSIONS

This paper describes the method and implementation results
of developing a testing tool to measure network performance
in the next-generation network architecture. The proposed
network performance testing tool is capable of simultaneously
performing multiple tests required for network testing, provid-
ing operating system independence, remote control capability,
and user convenience. The implementation results demonstrate
the ability to measure the available bandwidth between end-
to-end nodes in the network and satisfy the requirements of
network testing. Future research plans include expanding the
functionality of the proposed tool and incorporating additional
features required in various scenarios.
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Abstract—When facing disastrous situations, it is important to 

provide emergency supplies in an efficient way to the area of 
disaster occurrence. Additionally, preventing the high risk of 
casualties and victims is another reason why using multiple 
Unmanned Aerial Vehicle (UAV) could play an essential role in 
this field. This paper review focuses on how multi-agent system 
(MAS) based multiple UAVs could play an essential role in 
disaster management.  

Keywords— UAV, multi-agent system, artificial intelligence, 
machine learning, prediction 

I. INTRODUCTION 
Recently, Unmanned Aerial Vehicles (UAV) are given 

many essential roles in military, security, IoT, agriculture, and 
network operations. UAVs are controlled remotely, capturing 
images along the way when piloted [1]. Drone image processing 
is used in many industrial fields, including oil, gas, agriculture, 
coastline mapping, and urban planning. According to the United 
States Coast Guard’s Boating Safety Partners, in 2021, there 
were 4439 accidents, 2641 injuries, and 658 deaths in total. 
Wind, water conditions, water temperature, and visibility is an 
important factor for boating. Due to these boating conditions, 
using drones for coastline mapping is vital due to the rise of sea 
level, natural disasters, and climate change [2]. Also, there are 
still countires, such as Maldives and Indonesia, that face 
challenges regards to localized level Early Warning Systems 
(EWS). Thus, UAVs could be used in the coastline environment 
for preventing unprecedented accidents, such as casualties and 
boating instruments damages. It can be used to provide images 
and live videos from the area of operations [3]. Using a machine 
learning-based maritime accident prevention prediction system, 
the availability to interpret the reason of accident becomes 
possible.  

According to [4],  risk factors are categorized into four 
groups based on the common characteristics of boating 
accidents: environment, human, vessel, and management [4]. 
With the unique characteristics explained above, this could 
correlate to analyzing accident data to predict the high risk of 
casualties and victim occurrence. In order to cover disaster relief 
and reduce the loss risk, the use of multi-agent cooperative 
systems consisting of multi-UAVs will provide early warnings 
for disaster management (DM) [5].  

The focus of this paper is to analyze and overview the 
following questions: 

1) What is the role of a multi-agent systems in DM? 

2) What are the impact and benefits of Multi-agent systems 
(MAS) applying multiple UAVs for predicting a disastrous 
situation? 

3) How can multiple UAVs become essential when equipped 
with Deep Learning (DL)? 

II. BACKGROUND AND RELATED WORKS 
According to [4], MAS is defined as a numerous 

autonomous agents that can accomplish complex tasks and 
interact information from the surroundings. There are various 
types of MAS, such as multiple UAVs, multiple Autonomous 
Underwater Vehicles (AUV), and multiple Unmanned Ground 
Vehicles (UGV), depending on the system purpose and the type 
of task. 

When it comes to large area applications, such as disaster 
monitoring and management, it is a better option to use multiple 
UAVs rather than a single UAV. It is known that multiple UAVs 
have the advantage of scalability as well. Additionally, when it 
comes to the broadness of network and communication range, a 
MAS will enable multiple agents to cooperate as a team to work 
in a broader era. When it comes to the purpose of achieving DM, 
using multiple agents to cooperate and exchange information 
with neighboring agents will reach the purpose to manage and 
prevent disastrous events. 

Reliability is one of the advantage that MAS-based multiple 
UAV operations can provide [5]. When there is an agent who 
failed to accomplish a task in a MAS for whatever reason, the 
task will not fail due to the backup of the other agents by 
reconfiguring it. Since each of the agent works autonomously in 
a multi-agent structure [4], when considering team behavior and 
communication, a persistent connectivity between the agents is 
essential. 

Additionally, a MAS has various characteristics that 
supports the idea of disaster management in a multiple UAV 
environment [5]. The behavior-based strategy, also known as a 
structured network, is when the behavior coordinator takes the 
decision making. In this manner, each behavior gets inputs from 
the agent’s sensor and provide outputs to the agent’s actuators. 
This would give advantages during disaster management by 
keeping formation, collision avoidance, and goal-seeking. Fig. 1 
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depicts the concept of the MAS-based multiple UAV 
environment for an emergency communication system. 

 
Fig. 1. MAS-based multiple UAV environment for an emergency 

communication system   

When multiple UAVs are applied in a MAS-based 
environment, there are various applications following with 
limitations as well. If the MAS-based multiple UAVs were to be 
applied to the prediction and warning system, then it will gather 
information of the health monitoring of the environment, and 
present an autonomous early warning system in order to fly 
regularly along the established routes [6]. For example, when it 
comes to a wildfire disaster, by exchanging data with the local 
administration of forests, then data can be accumulated, thus by 
using DL and data analysis, the prediction patterns will be more 
accurate. 

Regardless of the disastrous situation, the effectiveness and 
convenience of using MAS-based multiple UAVs is essential 
when transporting emergency supplies [7]. When it comes to 
solving disastrous situations, it is important to deliver 
emergency supplies to shelters to meet the requirements of DM. 
Reinforcement learning (RL) is a method of learning by 
selecting the action that maximizes the reward. In this manner, 
it is important to consider the battery consumption of multiple 
UAVs. 

III. MULTIPLE UAV TRANSPORTATION COST FUNCTION 
Each UAV consumes its battery at a different rate depending 

on its traveling distance and payload. Referring to the study of 
[8], the energy consumption function (Equation (1)) for the 
amount of energy consumed by the UAV to travel from shelter 
a to b with payload v is described as follows. 

𝑅𝑅𝑅𝑅(𝑣𝑣𝑣𝑣) =  𝛿𝛿𝛿𝛿0 + 𝛿𝛿𝛿𝛿𝑣𝑣𝑣𝑣 + ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(𝜌𝜌𝜌𝜌0 + 𝜌𝜌𝜌𝜌𝑣𝑣𝑣𝑣)    (1) 
When it comes to using the transportation cost function in 

this environment, Q-learning (QL) can be applied, having the 
agent to be the UAV. The agent chooses an action 𝐴𝐴𝐴𝐴𝑡𝑡𝑡𝑡 on the state 
𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 at a certain time 𝑡𝑡𝑡𝑡 [7]. In QL, the agent has an action-value 
matrix, also known as the Q matrix (Equation (2)). This matrix 
represents the value of being in a specific state 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡  when 
choosing an action 𝐴𝐴𝐴𝐴𝑡𝑡𝑡𝑡 at an instant 𝑡𝑡𝑡𝑡. Based on this, the agent, 
being the UAV, will update a value of the Q matrix, represented 
as 𝑄𝑄𝑄𝑄(𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡𝑠𝑠𝑠𝑠, 𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎), for each action processed. This is defined 
as follows:  

where 𝒬𝒬𝒬𝒬(𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡 , 𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡) is the current 𝒬𝒬𝒬𝒬  matrix and 𝛼𝛼𝛼𝛼  is the learning 
rate with a range of (0 ≤ 𝛼𝛼𝛼𝛼 ≤  1). Parameter 𝛾𝛾𝛾𝛾 is the discount 
factor (0 ≤ 𝛾𝛾𝛾𝛾 ≤  1), 𝑟𝑟𝑟𝑟𝑡𝑡𝑡𝑡+1  is the expected reward at instant 𝑡𝑡𝑡𝑡, 

and max
𝑎𝑎𝑎𝑎
𝒬𝒬𝒬𝒬(𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡+1, 𝑠𝑠𝑠𝑠) is the maximum action value among every 

possible actions in state 𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡+1.  

According to [7], a Q matrix which is shared among the 
agents is updated consecutively after each transportation. The 
state of the environment in the Q matrix and action of the agent 
based on a UAV were defined as follows: 

• States: 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑌𝑌𝑌𝑌𝑡𝑡𝑡𝑡 = {𝐷𝐷𝐷𝐷1𝑡𝑡𝑡𝑡 ,𝐷𝐷𝐷𝐷2𝑡𝑡𝑡𝑡 , … ,𝐷𝐷𝐷𝐷𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡} , where 𝐷𝐷𝐷𝐷𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡 is the 
set of the demands of shelter 𝑗𝑗𝑗𝑗 at an instant 𝑡𝑡𝑡𝑡.  

• Actions: An action at an instant 𝑡𝑡𝑡𝑡, 𝐴𝐴𝐴𝐴𝑡𝑡𝑡𝑡 , is denoted as 
𝐴𝐴𝐴𝐴𝑡𝑡𝑡𝑡 = {𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚,𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑙𝑙𝑙𝑙𝑚𝑚𝑚𝑚𝑙𝑙𝑙𝑙}. 

IV. CONCLUSION 
Due to the high risk of casualties and management of 

disastrous events, it is highly important to have a prevention and 
backup plan for these type of situations. In this paper, the 
concept of the MAS-based multiple UAV concept was 
introduced and a few ideas were proposed to help manage and 
prevent the disastrous events by using DL technologies. In 
addition, future studies need to be focused on how the MAS-
based multiple UAV concept could be applied to satisfy real-
time emergency cases more reliably. 
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Abstract— This research paper discusses the challenges of 
handover (HO) in non-terrestrial networks (NTN) and proposes 
conditional HO (CHO) as a potential solution. NTN, including 
satellites and unmanned aerial vehicles, have advantages over 
terrestrial networks in mobility and coverage. However, due to the 
fast movement of satellites and the large distance between user 
equipment (UE) and satellites, measurement-based HO faces 
issues such as frequent HO and signaling overhead. This paper 
informs CHO as a mobility enhancement, which enables the UE to 
evaluate the HO execution conditions and initiate HO faster than 
conventional methods. Fast CHO (FCHO) is also discussed as a 
potential solution. 

Keywords—Non-terrestrial networks, Conditional handover, 
Fast conditional handover, LEO satellite, UAV communications. 

I. INTRODUCTION 
Due to the advancements in communication and production 

technology of satellites and UAVs, research on non-terrestrial 
networks (NTN) has been actively conducted to address the 
limitations of existing cellular networks. NTN can be defined as 
'Networks, or segments of networks, using an airborne or space-
borne vehicle to embark a transmission equipment relay node or 
base station.' NTN consists of satellites, high altitude platform 
systems (HAPs), and unmanned aerial vehicles (UAVs) [1], [2]. 
3GPP is continuing to standardize on the use of NTNs in 5G 
environments starting with Release 15. One of the many benefits 
of NTN is the ability to communicate from anywhere on the 
planet, and in particular, low-earth orbit (LEO) satellites which 
can provide low-latency, high throughput communications 
anywhere in the world. Several satellite communication 
companies are competitively orbiting LEO satellites, and 
SpaceX, which is leading the industry in related technologies 
such as rocket relaunch, has a goal of launching about 42,000 
LEO satellites [3], with about 3,500 satellites in use as of 2023. 
Compared to satellites, UAVs have the advantage of being very 
fast and flexible to deploy and operate, and can support wireless 
broadcasting and high rate transmission through strong LOS 
connectivity links [4], [5], [6]. Based on the advantages 
mentioned above, NTN can be a good solution to address various 
challenges in the maritime environment. Because the use of 
terrestrial networks (TN) in this environment is limited due to 
the requirement for terrestrial infrastructure to enable mobile 

communication. This research paper aims to describe the 
mobility challenges and enhancement of NTNs and provide a 
brief overview of HO strategies. 

II. MARITIME USE CASES OF NTN 
There are various use cases for NTN in maritime 

environments. One such use case is satellite-based Automatic 
Identification System (AIS) [7], which can overcome the 
terrestrial VHF limitations of the AIS by utilizing satellites to 
share ship identification and movement-related information in 
any maritime location to prevent accidents. Another use case is 
Automatic Dependent Surveillance-Broadcast (ADS-B), which 
automatically collects and wirelessly broadcasts aircraft location 
and status information to related organizations, and utilizes LEO 
constellations to overcome the physical limitations of ground 
stations [8]. Furthermore, NTN can be utilized for military 
applications, such as providing line-of-sight (LOS) using UAVs, 
improving the accuracy of long-range missiles using satellite 
communication, continuously checking sea conditions using 
maritime sensors, and tracking underwater acoustic signals. 

III. CHALLENGES IN MOBILITY FOR HO IN NTN 
In wireless communication, HO refers to the change of a 

serving cell to another cell while the UE is connected to the 
network [9]. In NTN, successful HO is essential to ensure the 
mobility of UEs and provide continuous and reliable services. 
HO in NR, as specified in 3GPP Release 15, is measurement-
based, comparing measurements taken by the UE and moving it 
from the source cell to the target cell if certain conditions are met. 
However, in NTN, especially in LEO satellites, the distance 
between the satellite and the UE is very large and the LEO 
satellites move much faster compared to the UEs on the ground, 
so this HO method has the following challenges [2], [10]. 

A. Measurement validity 
Geostationary orbit (GEO) satellites can use Release-15 HO 

mechanisms due to their high altitude, large cell size, and small 
signal variation. LEO satellites have smaller propagation delays 
than GEO satellites, but their rapid movement can lead to 
measurement validity issues, causing additional latency and 
early or late HO. 
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B. Cell overlap and reduced signal strength variation 
TN has a large difference in Reference signal received power 

(RSRP) between the cell center and edge, but this is not the case 
for NTN especially for LEO satellites. Because the cell size and 
UE-satellite distance are very large compared to TN [2], [10]. 
Therefore, during measurement-based HO (e.g., A3 event), it 
may be difficult to find a cell that satisfies the HO condition, 
which may lead to HO problems such as UE ping-pong effects. 

C. Frequent and unavoidable HO 
In the LEO scenario, the UEs can suffer frequently due to 

unavoidable HOs because of satellite's high speed movement. 
Assuming that the LEO satellite has a velocity of 7.56 km/s, the 
time to HO can be calculated to be as low as 6.61 seconds and 
as high as 132.28 seconds in the LEO scenario, even when the 
UE's velocity is neglected as it is typically much slower than that 
of the satellite [2]. These frequent HOs cause signaling overhead 
and additional energy consumption of the UE, which can lead to 
long service interruptions and a poor user experience [10]. 

D. HO for a large number of UEs 
The aforementioned characteristics of NTN indicate that it 

has the potential to result in a significantly higher number of UE 
HOs compared to TN cases. Assuming a uniform distribution of 
UEs, where the number of UEs leaving and entering a cell is 
equal, and if the number of UEs in a cell is 65,519, it can be 
calculated that at least 990 to 19,824 HOs occur per second, 
depending on the cell diameter [2]. Such a large number of HOs 
can cause signaling overhead and service continuity. 

IV. CONDITIONAL HO AS A MOBILITY ENHANCEMENT 
3GPP introduced conditional HO (CHO) as a mobility 

enhancement in Rel-16. CHO is defined as a HO executed by 
the UE when one or more HO execution conditions are met. The 
UE starts evaluating the execution conditions as soon as it 
receives the CHO configuration and stops evaluating the 
execution conditions once the HO is executed [11]. Therefore, 
CHO initiates HO faster than traditional methods, but may 
introduce a delay until the HO candidate cell satisfies the 
conditions. Various HO triggering conditions have been 
proposed for CHO: Measurement-based triggered HO considers 
the NTN environment to determine the HO trigger threshold 
and performs HO based on it. Location-triggered HO is an HO 
method that utilizes the location information of the UE and 
satellite based on the deterministic position change of the 
satellite, either alone or in combination with other conditions. 
In addition, time (r)-based triggered HO that utilizes time 
information, HO that utilizes the time advance value (TAV) of 
the target cell and UE, and HO that conditions the elevation 
angle of the satellite have been proposed in 3GPP's standards 
documents [2], [10].  

Recently, fast CHO (FCHO) has also been studied, which 
can compensate for the shortcomings of CHO [14]. While CHO 
has the advantage of overcoming mobility issues and reducing 
HO failures, it has the disadvantage of discarding HO 
preparations when it ends, so if HO fails, the HO process must 
be restarted from the beginning. This causes overhead and long 
latency. To overcome these problems, FCHO retains HO 
preparations in the HO preparation phase for some time after 

HO to reuse it when needed [12], [13], [14], [15]. Compared to 
CHO, FCHO has the advantage of reducing signaling overhead 
and lowering the HO failure rate [14], [15].  

V. CONCLUSION 
The mobility challenges and improvements in NTN have 

been summarized in this paper. NTN will become an essential 
service in next-generation communication systems due to its 
wide service coverage and flexibility, and seamless HO is very 
important when considering service continuity. However, the 
conventional HO method has problems due to mobility, and to 
solve this problem, 3GPP standardized CHO. In addition 
recently, Fast CHO has also been studied to compensate for the 
shortcomings of CHO, which can be effective for NTNs. 
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Abstract— In this paper, we introduce the concept of flying 
autonomous unmanned vehicles, which combines the 
functionalities of conventional autonomous unmanned vehicles 
and unmanned aerial vehicles into a single platform for rapid 
deployment. The primary focus of this paper is to conduct a 
study on the conceptual design of such a device and outline the 
essential components required for a unified unmanned 
underwater/aerial vehicle that can operate seamlessly in both 
air and water. 

Keywords—Autonomous Underwater Vehicle, Unmanned 
Aerial Vehicle, Rapid Deployment, Maritime Accident 

I. INTRODUCTION 
Traditional maritime unmanned vehicles such as 

AUVs(Autonomous Unmanned Vehicle) or underwater 
gliders rely on vessel operation, rendering them impractical 
during severe weather conditions when vessel operation is not 
feasible. Moreover, their slow movement speed prevents swift 
deployment to target areas, resulting in exorbitant operational 
costs [1, 2, 3]. This underscores the urgent need to develop a 
high-speed, constantly deployable unmanned marine vehicle 
for prompt responding to maritime accidents. In this paper, we 
introduce the concept of a rapid deployable AUV, called 
FlyingAUV, an autonomous unmanned vehicle capable of 
immediate deployment at the scene of a maritime accident. 
FlyingAUV's primary objective is to minimize human 
casualties by swiftly tracking and providing initial response to 
maritime and underwater targets across the entire Korean 
waters. Specifically, within one hour of dispatch, it can 
conduct a thorough search for maritime targets within a 100 
km radius, transmit optical information, and in the event of a 
target sinking, maneuver at depths of up to 100 meters with a 
maximum speed of 3 knots for up to one hour. It will then 
transmit the sinking coordinates and optical/sonar information 
acquired underwater before returning to base. 

II. RELATED WORKS 
A maritime unmanned vehicle capable of both underwater 

and aerial mobility is a nascent technology that has garnered 
significant attention and research primarily from unmanned 
vehicle advanced nations due to its potential and profound 
impact. The U.S. Naval Research Laboratory has developed a 
maritime unmanned vehicle called Flimmer, which enables 
'flight, surface landing, and underwater mobility' to perform  

 
 

Fig. 1. EagleRay operation concept diagram. 

missions such as submarine tracking by transitioning from 
long-range aerial flight to underwater submergence [2,5]. It 
has been confirmed to have a maximum takeoff weight of 9.9 
Kg, a length of 1.06 m, and a wingspan of 1.82 m. The 
subsequent model, Flying Wanda Flimmer, is reported to have 
a maximum airspeed of 111 Km/h and a maximum underwater 
speed of 6 Knots [4]. 

North Carolina State University and Teledyne Scientific 
have developed a maritime unmanned vehicle called 
EagleRay, designed for high-speed aerial movement to enable 
underwater exploration at multiple locations with seamless 
aerial-to-underwater transitions [6]. It has a maximum takeoff 
weight of 5.7 Kg, a length of 1.4 m, a wingspan of 1.5 m, an 
airspeed of 19.6 Km/h, and an underwater speed of 1.32 Knots. 

Imperial College in the United Kingdom has developed an 
underwater-to-aerial capable unmanned vehicle named 
AquaMAV. It utilizes a carbon dioxide-based water ejection 
system to escape from underwater and utilizes fixed-wing 
during aerial movement while folding its wings for 
underwater maneuverability [7]. It can fly at a speed of 10 m/s 
for up to 14 minutes in the air and is constructed using carbon 
fiber and kevlar to withstand the impact during transition. 

III. MISSION REQUIREMENT 
Through an analysis of the actual requirements of end-

users, we have developed scenarios for responding to 
maritime accidents and meticulously reviewed them to create 
a mission requirements document. The FlyingAUV is 
designed to vertical takeoff and landing (VTOL), allowing it 
to ascend vertically and reach the target location at a minimum 
speed of 100 Km/h in the event of a maritime accident. The 
departure point can be either on land or on a vessel, and it  
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Fig. 2. AquaMAV’s underwater-to-air maneuvers. 

 

Fig. 3. AUV main components. 

swiftly moves to the accident scene before the arrival of rescue 
teams or ships, transmitting optical images and location 
information. When the target object sinks, the FlyingAUV 
employs VTOL capabilities to descend from 5 meters in the 
air to a depth of 1 meter underwater within 30 seconds to begin 
underwater submergence. Underwater, it can submerge for up 
to 1 hour at a maximum depth of 100 meters and a speed of up 
to 3 Knots, capturing the final sinking location and acquiring 
sonar images of the sinking shape. If it is not possible to 
determine the location of the target object from the surface, 
the FlyingAUV can conduct a 30-minute search within a 
radius of 25 Km or a 60-minute search within a radius of 1.5 
Km underwater. After securing the final sinking location and 
shape, it moves to the surface to transmit the acquired 
information. Within 30 seconds, it ascends to a height of 5 
meters in the air and returns to the departure location or a 
designated location, concluding the mission. 

IV. DESIGN OF FLYINGAUV 
FlyingAUV provides the both functionalities of 

conventional AUVs and UAVs in a single platform. Therefore, 
we conducted a weight analysis by examining the key 
components of conventional AUVs and UAVs. The key 
components of AUVs are presented in Fig. 3, while the key 
components of conventional UAVs are shown in Fig. 4. 

After eliminating redundant and unnecessary elements 
from the components of AUVs and UAVs, we selected the key 
components of FlyingAUV based on the current mission 
requirements. The selected key components are illustrated in 
Fig. 5. They consist of a multi-beam imaging sonar for 
acquiring underwater sonar images, an IMU (Inertial 
Measurement Unit)/DVL (Doppler velocity log) for 
underwater positioning, and an EO (Electric Optica)/IR 
(Electric Infrared) system for capturing optical images in the 
air. Additionally, the mission system includes a sensor/main 
computer, batteries, and a propulsion system. 

To optimize the placement of the EO/IR system, we 
designed FlyingAUV in a pusher-type configuration, which is 
commonly used in various unmanned aircraft. Considering the 
underwater-to-air environment where large propellers cannot 
be utilized, we opted for a ducted propeller to ensure sufficient 
thrust. 

 
Fig. 4. UAV main components. 

 

Fig. 5. FlyingAUV main components. 

V. CONCLUSION 
In this paper, we conducted a conceptual design of an 

immediate-response airborne and underwater capable 
autonomous unmanned vehicle called FlyingAUV. Through 
the development of a rapid-deployment airborne and 
underwater mobile marine robot, we aim to minimize human 
casualties by reducing rescue time and promptly reaching the 
target area in the event of a maritime accident. In the future, 
to realize this concept, we plan to pursue in-depth research on 
lightweight compact/pressure-resistant design technologies 
and a unified underwater/airborne propulsion system to 
facilitate the successful development of FlyingAUV. 
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Abstract— As technology advances, new applications such as 

extended reality (XR), augmented reality (AR), virtual reality 
(VR), autonomous driving (AD), industrial internet of things (IoT) 
has emerged. As the demand for data throughput increases, it is 
necessary to maximize the computational power and minimize 
latency. In addition, as technology gradually began to be used in 
various fields, data processed on the ground is extended to various 
ranges, such as, unmanned aerial vehicles (UAV), satellite, and 
maritime. As the distance between the Edge device and the server 
extends, the propagation delay naturally increases. As more User 
Equipment (UE) access services, more data needs to be processed 
by the server. To solve these computational power and delay 
problems, a new network technology called Multi-Access Edge 
Computing (MEC) has emerged, which can reduce the 
propagation delay and the workload of the server by processing 
the task near the UE side, at a location close to the network edge. 
The most important issue that needs to be addressed in MEC 
technology is Task offloading. The task offloading process is 
focused on determining how much of the task the UE device will 
offload to the MEC server. In this paper, we will introduce the 
methodologies to solve task offloading issues in many recent 
studies, classifying them according to the algorithm paradigm. 

Keywords—Multi-Access Edge Computing (MEC), Task 
Offloading 

I. INTRODUCTION 
With the rapid development of the mobile communications 

in recent years, people are no longer limited to places, but can 
use the service. Many  mobile users use data not only on the 
ground, but also on aerial and maritime domains. It  is hoped to 
be used huge computational power such as  extended reality 
(XR), augmented reality (AR), virtual reality (VR), and  
streaming service. To satisfy this,  MEC technology will be a 
good solution. MEC is a recently introduced technique that 
simply brings the task of the server to the Edge  network  closest 
to the  UE. MEC has many advantages: it can reduce network 
congestion and increase utility by distributing  computational 
power and reducing data communication. For Mobile  Devices, 
which has limited  computing and  storage resources, the  delay 
decreases and  service quality increases. In particular, the task-
offloading problem can benefit from appropriately distributing 
the task to an important  issue within  the MEC [1]. Task 
offloading is a problem that determines how much the mobile  
device will load its  task to the  MEC server, which benefits from  

 

Fig. 1. Task offloading system model of MEC. 

various aspects such as minimizing latency, maximizing utility, 
bandwidth, and saving resources and energy [2]. Afterwards, the 
recent techniques will be introduced according to the algorithm  
paradigm of  Task offloading. 

II. TASK OFFLOADING 
If you define the concept of a task to analyze the task 

offloading algorithm, a task is the minimum unit of work to 
provide a service. In other words, the service must properly 
distribute the task to the server to satisfy Quality of Service 
(QoS) through a smooth service with a series of tasks. However, 
the task offloading problem is a representative optimization 
problem and at the same time a NP-hard problem [3]. To solve 
this problem, since the task offloading algorithm that has been 
recently being studied is an optimization problem, many studies 
have applied Greedy Heuristics Algorithm, Machine Learning, 
and the like to optimize the task offloading problem. 

TABLE I.  TASK OFFLOADING ALGORITHM PARADIGM 

Algorithm Proposed approach Reference 

Greedy 
heuristics 

Game theoretical task offloading [4] 
Iterative heuristic MEC resource 

allocation [5] 

A greedy Select Maximum saved 
Energy First algorithm [8] 

Machine 
learning 

Deep Reinforcement Learning [6] 
Federated Deep Reinforcement 

Learning resource allocation [7] 

DRL based task offloading 
algorithm to minimize latency [9] 
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A. Greedy heuristics 
Task offloading is a representative optimization problem and 

is also a NP-hard problem. Therefore, a greedy heuristic 
approach can be used to solve this problem. This method can 
find near optimal solutions without requiring special algorithms 
or more computations. 
In [8], A greedy Select Maximum Saved Energy First (SMSEF) 

algorithm was proposed to minimize the energy consumption of 
mobile devices. This algorithm proceeds in a way that adopts the 
most energy-saving task at each iteration. In [4], The authors 
proposed Game-based Distributed Task Allocation and 
Scheduling (GDTAS) algorithm, which first convert the multi-
server multi-task allocation problem to a game model and then 
prove the existence of Nash equilibrium of this game. Then, they 
approached the solution by proposing the Greedy Heuristic 
Better Response Update (GH-BRU) algorithm. In [5], also an 
iterative heuristic MEC resource allocation (IHRA) algorithm is 
presented to solve the NP-hard problem, and based on this, the 
greedy heuristic method is still being studied. 

B. Machine Learning 
 With the development of machine learning, algorithms using 
machine learning and deep learning are being applied in various 
fields, and task offloading problems can be solved by using 
these algorithms.  The authors of [6] proposed a learning 
method for selecting whether to load through deep 
reinforcement learning, and [7] proposed a federated Deep 
Reinforcement Learning (DRL) resource allocation algorithm 
that utilizes servers located additionally close to the edge in 
DRL.  

In [9], the authors proposed the DRL model with three layers: 
application, MEC, and cloud. They trained the model based on 
the Directed Acyclic Graph (DAG) collected from the cloud 
layer. Then, based on the new S2S (Sequence-to-Sequence) 
neural network and Markov Decision Process (MDP), a task 
offloading problem is set up and the problem is solved. There 
are many ways to apply reinforcement learning that continues to 
learn and change due to the characteristics of networks that are 
difficult to change and predict. 

III. CONCLUSION 
With the development of XR, AR, VR, and autonomous 

driving, mobile devices require a considerable amount of 
computation. In addition, delays are also becoming an important 
issue as they work far away from land servers, such as Aerial 
and Maritime. Therefore, to meet this, MEC, a new network 
method, is drawing attention. Among MECs, task offloading 
problems are emerging in tasks where delay-sensitive or 
computational power is important, and to solve this problem, 
several papers are introduced according to the task-offloading 
algorithm. Although the field of MEC research is still in its 
infancy, more papers will be published in the future, and we 
hope this survey will help with future task offloading research. 
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