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Abstract—Assessing credit risk is essential for financial insti-
tutions to uphold responsible lending practices. In this study, we
conduct an in-depth analysis of three state-of-the-art gradient-
boosting algorithms—XGBoost, LightGBM, and CatBoost—for
their applicability in credit risk assessment. Utilizing a complex
50 GB dataset with 2.3 million records and 190 features shared
by the second-largest credit card issuer globally - American
Express, we investigate various factors that influence prediction
performance. Our research highlights that the size of data
chunks plays a significant role in the algorithms’ performance,
particularly noting that CatBoost performs exceptionally well
with larger data segments. The study also emphasis the impor-
tance of effectively managing missing data, which has a marked
impact on the capabilities of XGBoost and LightGBM. We
also examine hyperparameter tuning to identify unique learning
characteristics for each algorithm. In conclusion, our findings
reinforce financial institutions with advanced analytical tools,
enhancing their ability to make informed credit risk assessments.
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I. INTRODUCTION

The banking industry has witnessed a transformative evo-
lution in recent years, driven by the integration of artificial
intelligence (AI) and machine learning techniques [1] [2]
[3] [4]. One of the central challenges in this domain is the
accurate assessment of credit risk [5] [6] [7], a pivotal task
for financial institutions to maintain a healthy and sustainable
portfolio. The application of AI methodologies, specifically
Gradient Boosting Models (GBMs) [8] [9] [10], has become
a notable pathway to improve accuracy and effectiveness in
several domains [11] [12] [13] , especially in areas like credit
risk assessment.

This research delves into the domain of AI-powered credit
risk assessment, with a specific focus on the renowned finan-
cial institution, American Express [14]. American Express a
global leader in financial services, provides an ideal dataset
for this investigation due to its rich and diverse portfolio of
credit transactions [15]. By harnessing the power of GBMs,
we aim to shed light on the potential of these models to

revolutionize the credit risk assessment process in the banking
sector.

The primary objectives of this study are twofold: first, to
employ state-of-the-art GBMs—widely recognized for their
predictive capabilities—in analyzing American Express data
to evaluate their effectiveness in identifying and mitigating
credit risk. Second, to present a case study that not only un-
derscores the practicality of AI-driven credit risk assessment
but also explain the complex insights that such models can
provide to banking institutions.

As the banking industry continues to adapt to the rapidly
changing landscape of financial services [16] [17], the uti-
lization of AI-driven credit risk assessment tools becomes
not only relevant but imperative [18]. This research seeks
to illuminate the path forward, demonstrating the potential
for AI-powered innovations to redefine the way banking
institutions approach credit risk assessment, with American
Express serving as a compelling case study.

In the following sections, we embark on a comprehensive
exploration of the methodologies employed in AI-powered
credit risk assessment, with a specific focus on Gradient
Boosting Models. We then introduce the American Express
dataset, emphasizing its significance and relevance to our
research. Subsequently, we delve into the methodology and
experimental design used in our case study, followed by the
presentation and analysis of results. This study contributes to
the growing body of knowledge on the application of AI in
the banking sector, offering valuable insights for practitioners
and researchers alike.

Section II offers a comprehensive review of gradient-
boosting algorithms, focusing on their applications in AI mod-
els within the financial and banking sectors. In Section III, we
outline the dataset employed for model training, elaborate on
the characteristics of the features used, and explain our criteria
for selecting the most critical features. This section also
covers the configuration of hyperparameters and details our
model’s architectural setup. Section IV explores the empirical
findings, contrasting the effectiveness of different models
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concerning data chunk numbers, chunk sizes, imputation of
missing values, and the influence of hyperparameter tuning.
Section V proposes avenues for future enhancements and
directions for advancing the existing implementation. Lastly,
Section VI summarizes the study and underscores our key
findings.

II. LITERATURE REVIEW

Credit risk assessment is a fundamental aspect of financial
services, shaping lending decisions and risk management
strategies in the banking sector. In recent years, the integration
of machine learning and artificial intelligence (AI) techniques
has led to significant advancements in credit risk modeling.

Gradient Boosting Models have emerged as a powerful
tool for credit risk assessment due to their ability to handle
complex, nonlinear relationships within financial data [9].
These models iteratively combine the predictions of numerous
weak learners to construct a robust and accurate ensemble
model. XGBoost, LightGBM, and CatBoost are standout
implementations in this category, each offering unique ad-
vantages.

XGBoost, introduced by Chen and Guestrin (2016) [19],
has garnered widespread attention for its speed, scalability,
and performance. It employs a gradient boosting framework
that optimizes decision trees and has consistently demon-
strated competitive results in various machine learning com-
petitions, making it a popular choice in credit risk modeling
(Chen et al., 2016 [15]).

LightGBM, developed by Microsoft [20], is another notable
GBM variant. It stands out for its efficient histogram-based
learning, which reduces memory consumption and accelerates
training speed. This makes it particularly suitable for large-
scale credit risk datasets where computational efficiency is
crucial (Tian et al., 2020 [9]).

CatBoost, introduced by D. Prokhorenkova et al. (2018)
[21], specializes in categorical feature handling and boasts
strong generalization performance. Its ability to automatically
handle categorical variables without extensive preprocessing
simplifies the modeling process and can lead to improved
results (Prokhorenkova et al., 2018, as cited in Chang et al.,
2018 [8]).

Researchers have explored the trade-off between inter-
pretability and accuracy, seeking methods to make GBMs
more transparent (Rudin, 2019 [5]). It is a fundamental
challenge to strike a balance between predictive performance
and the ability to provide explanations, particularly in high-
stakes credit decisions.

A common challenge in credit risk assessment is dealing
with imbalanced datasets, where the number of non-default

cases significantly outweighs the default cases. This class im-
balance can lead to biased models favoring the majority class.
To address this issue, researchers have employed techniques
such as cluster-based under-sampling, which helps rebalance
the dataset by reducing the number of non-default samples
while preserving the key characteristics of the data (Chang et
al., 2018 [8]).

The evolving financial landscape has spurred interest in
dynamic credit scoring models that adapt to changing eco-
nomic conditions and borrower behaviors. These models aim
to provide more timely and accurate risk assessments by
continuously updating credit scores based on the most recent
data (Xia et al., 2021 [10]). Dynamic credit scoring aligns
with the demands of the modern financial sector, where real-
time decision-making is crucial.

The adoption of AI in credit risk assessment has attracted
the attention of regulatory bodies and industry stakehold-
ers. It is imperative for financial institutions to navigate
the regulatory landscape effectively while implementing AI-
driven credit risk models (He et al., 2017 [14]). Compliance
with regulations and adherence to industry best practices are
essential considerations in the deployment of advanced credit
risk assessment techniques.

III. METHODOLOGY & IMPLEMENTATION

A. Dataset Description

The dataset used for our comparative analysis of different
Gradient Boosting Decision Trees (GBDTs) was obtained
from a Kaggle competition hosted by the credit card company
American Express [15]. This publicly available dataset was
collected and anonymized based on the credit card statements
of multiple hundred thousand American Express users.

The dataset consists of 2,303,433 rows and 190 columns in
CSV format, serving as the training data. The unique identifier
is a customer ID, with 458,913 unique values.

TABLE I: Dataset Characteristics

Source (American Express) - Kaggle Competition
Data Type Structured (CSV)
Rows 2,303,433 records
Columns 190 Features
Unique ID Customer ID (458,913 unique)
Target Probability of Default (binary)
Default Not paying within 120 days
Features Delinquency, Spend, Payment, Balance, Risk
Categorical 12 features

The target variable, typical for credit risk-related topics, is
the probability of default. It is defined as the likelihood of
customers not paying back their future credit card balance
amount based on their current profile. This target variable
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is binary, where 0 denotes that a customer does not default,
and 1 indicates that a customer does default. Default events
are determined based on an 18-month performance window
after the latest credit card statement. If the amount due is
not paid by the customer within 120 days after the latest
statement date, it is considered a default event. The target
variable is provided as a separate label dataset containing the
binary target for each of the 458,913 unique customer IDs.

The dataset comprises aggregated features for each cus-
tomer, aligned with the date of each credit card statement, and
these features have undergone anonymization and normaliza-
tion. Figure 1 illustrates the distribution of features among
the overarching categories, which include:

• Delinquency variables (D): These variables capture the
previous default behavior of a customer, such as missed
payments or defaulted loans in the past.

• Spend variables (S): Spend variables represent cus-
tomers’ spending behavior, including total/average
spending, frequencies of large purchases, or categories
of spending.

• Payment variables (P): Payment variables describe the
payment behavior of a customer, covering frequency of
payments and over/underpayments.

• Balance variables (B): Balance variables focus on
balance-related data points for a customer, such as
outstanding balances, average balances, or the speed at
which balances are paid off.

• Risk variables (R): Risk variables represent a calculated
risk associated with the customer. They encompass credit
scores, risk ratings based on proprietary algorithms,
and other indicators summarizing the perceived risk of
extending credit to the customer.

Fig. 1: Feature Distribution Across Categories

The dataset also includes twelve categorical features

that require special handling during modeling. The pre-
processing section, as well as the detailed model imple-
mentations, provide insights into how these categorical fea-
tures are processed (cat features = [’S 2’,’B 30’, ’B 38’,
’D 114’, ’D 116’, ’D 117’, ’D 120’, ’D 126’, ’D 63’,
’D 64’, ’D 66’, ’D 68’]).

In terms of missing values, the dataset exhibits a proportion
of missing values in many of the delinquency variables.
This phenomenon is explained by the domain background,
as delinquencies do not naturally occur for every customer.
The absence of delinquencies also conveys information about
a customer’s behavior, which is considered during data prepa-
ration.

Given the substantial size of the dataset and American
Express’s status as the second-largest credit card issuer by
purchase volume globally [22], this dataset provides an ideal
foundation for the comparative analysis of three different
GBDT libraries.

B. Data Preprocessing

1) Data Ingestion and Label Integration
This experiment’s preprocessing addresses dataset intrica-

cies, including loading, merging, cleansing, encoding, and
feature selection. These processes are vital for the GBDT
models’ success. First, we merge the training data with its
labels, since they’re stored separately but connected by the
’customer ID’. A left merge using this column achieves
this. Next, we derive a validation set, constituting 10% of
the merged dataset. Using pandas’ ”sample” function with
a consistent ”random state” ensures this selection is both
random and reproducible across experiments.

2) Chunking Function and Incremental Learning Strat-
egy

Despite the dataset’s large size, the challenge of managing
it is addressed through an iterative learning approach, which
involves splitting the dataset into manageable chunks. This
approach is employed for all three models and is facilitated
by a custom chunking function, ’divide into chunks.’ This
function takes ’df’ (the dataset to be chunked) and ’chunk
size’ (the desired chunk size) as parameters. It calculates the
number of chunks required, considering any remaining rows
that do not form complete chunks. The function then iterates
over the dataset, extracting chunks based on the specified size
using pandas’ ’iloc’ method, ensuring efficient memory usage.

3) Features Selection
A critical aspect is limiting the number of features due to

the dataset’s size and complexity. An initial test is conducted
with the following parameters (Chunk size: 100,000 (24
chunks), One-Hot Encoding for categorical features, Train-
test split per chunk: 20% test size, XGBoost Parameters:
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Default parameters without hyperparameter tuning, evaluation
metric = logloss).

The examination of feature significance, conducted with
the ’feature importances ’ function by XGBoost, unveils the
leading 20 features ranked by their significance as shwon
in Figure 2. This analysis corroborates the hypothesis that
an effective model can be constructed using fewer than the
190 available features as shwon in Figure 3. Subsequently,
a second test is conducted using only the top 20 features.
This focus on the top features enhances model performance,
possibly by reducing overfitting, minimizing noise from ir-
relevant predictors, and efficiently addressing dimensionality
concerns.

Fig. 2: Top 20 Features Sorted by Significance

CatBoost directly handles categorical features, but XG-
Boost and LightGBM necessitate preprocessing. We use one-
hot encoding, converting categorical attributes into numeric
arrays. The OneHotEncoder from scikit-learn aids in trans-
forming the twelve categorical features accordingly.

4) Models Implementation
Models are trained in stages using an iterative approach,

starting with an initial data chunk and updating with each
subsequent chunk. This method conserves memory and en-
sures consistent learning throughout the dataset.

Each model has specific hyperparameters for tuning. For
instance, LightGBM and XGBoost support L1 regularization,
but CatBoost doesn’t. Given memory and computational
constraints, we used Random Search for hyperparameter op-
timization. The objective is to identify the ’best params’ for

Fig. 3: Performance Evaluation: Top 20 Features vs. Entire
Feature Set

model training. Although the models differ in tuning options,
key parameters like learning rate, depth, and iterations are
consistent across all, ensuring analysis comparability.

IV. RESULTS

A. Chunk Number Variations Impact
Varying the number of processed chunks, with a fixed

size of 100,000 rows, showed distinct model behaviors. As
shown in Figure 4, XGBoost remained stable across all runs.
CatBoost peaked when processing 10 chunks, outperforming
others, while LightGBM lagged behind but boasted the fastest
training times.

Fig. 4: Results of Varying Chunks Number
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B. Chunk Size Variations Impact

Adjusting the chunk size in 100,000-row increments en-
hanced all models, with CatBoost excelling but also consum-
ing significantly more time, as depicted in Figure 5.

Fig. 5: Results of Varying Chunks Size

C. Missing Values Influence

The models, when tested with median imputation for
missing numerical values, generally performed better without
it. Figure 6 illustrates that XGBoost and LightGBM were
notably affected by median imputation, whereas CatBoost
remained relatively resilient.

Fig. 6: Median Imputation Impact at Missing Values

D. Hyperparameter Tuning Effects
Configurations for hyperparameter tuning revealed that

while XGBoost and LightGBM took a more conservative
approach, CatBoost was more assertive in correcting its
predictions, as evidenced in Figure 7. The analysis also hinted
at CatBoost’s potential superior overfitting management.

Fig. 7: Comparison of Hyperparameters across XGBoost,
LightGBM and CatBoos

V. FUTURE WORK

Several promising points for future research emerge from
this study. One exciting prospect involves developing hybrid
models that harness the strengths of each algorithm, poten-
tially yielding even more robust credit risk prediction systems.
Additionally, efforts to optimize CatBoost’s computational
efficiency when processing larger data chunks could enhance
its practicality in real-world applications.

Beyond the technical aspects, the findings of this study
underscore the vital role of AI and machine learning in the
banking and credit domain. As these algorithms continue to
evolve and demonstrate their efficacy, they have the potential
to revolutionize how financial institutions assess and miti-
gate credit risks. Future research should continue to explore
innovative ways to integrate these models into the broader
landscape of financial services, ultimately benefiting both
lenders and borrowers alike.

VI. CONCLUSION

In conclusion, this study has explored deeply the do-
main of credit risk prediction, leveraging the capabilities
of three advanced gradient boosting algorithms: XGBoost,
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LightGBM, and CatBoost. Through hyperparameter optimiza-
tion and Comprehensive experimentation, we have presented
invaluable insights into the behaviors of these algorithms
across various scenarios in AI and finance domain.

Our comprehensive analysis of the American Express
dataset has served as a robust foundation, allowing us to
gain profound insights into the unique characteristics and
performance of each algorithm. Notably, CatBoost emerged
as a frontrunner, particularly excelling when processing larger
data chunks, despite heightened computational requirements.

it’s Crucial to recognize the important role these models
play in the domain of AI, banking, and credit risk assessment.
Their ability to extract actionable insights from complex
datasets opens doors to more informed decision-making,
ultimately contributing to enhanced financial stability and
risk management in the industry. This study serves as a
contribution in the domain, and future work in this area
promises even greater advancements.
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