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Abstract—Smart factories with a cyber-physical system (CPS)
require wireless power transfer and data transmission for the
CPS simultaneously without interference. For the design of
these simultaneous transmissions, it is important to accurately
recognize the wireless environment. One of the methods for
recognizing the environment is a radio environment map (REM),
which visualizes the statistical results of measured received
power and communication quality by linking them to location
information. In this paper, we propose measuring the received
power and communication quality of private 5G and wireless
local area networks in a smart factory and constructing an indoor
spectrum database. REMs were created from the constructed
database and their accuracy was evaluated. We also compared
the block error rate (BLER) and modulation and coding scheme
(MCS) index at non-line-of-sight (NLOS) locations to those at
LOS locations and found that MCS index decreased when BLER
increased.

I. INTRODUCTION

Industry 4.0 proposes the concept of smart factories to
improve production efficiency in the manufacturing industry
dramatically [1]. Smart factories can operate autonomously,
with machines interconnected by an IoT platform and op-
erating through a cyber-physical system (CPS). The CPS
can provide optimal control for the physical domain through
emulation on the cyber domain built by information on factory
systems acquired in real-time through sensing. This control
can enable full automation of high-mix, low-volume produc-
tion, creating a smart factory with improved manufacturing
flexibility, productivity, profitability, and safety [1]–[4].

To realize CPS in smart factories, it is necessary to place
a huge number of sensors in physical space and aggregate
the data in cyberspace with low latency. Aggregating data
from numerous sensors requires a power source to operate
the sensors and radio equipment. Wired power supply and
batteries are commonly used to secure the power source.
However, when there are numerous sensors, the wired power
supply limits the installation location and wiring, and battery
operation is impractical because of the time and effort required
to replace the batteries.

Therefore, a power source using wireless power transfer
(WPT) has been proposed [5], [6]. However, WPT inter-
feres with nodes and sensor data transmission and prevents
information aggregation. To minimize interference between
information and WPT, as well as among users and systems that
transmit information, it is important to accurately understand
the wireless environment and allocate frequency resources.

Fig. 1. Simultaneous transmission of data and power at the same frequency.

Nevertheless, analyzing indoor wireless environments, such as
those in smart factories, remains challenging due to the impact
of reflections and shadowing.

Hence, as a method to recognize the wireless environment
with high accuracy, utilizing a spectrum database that accumu-
lates information observed from nodes and makes it into statis-
tics has been proposed. As use cases of the spectrum database,
a radio environment map (REM) that visualizes the radio
propagation environment by mapping the statistical results of
measured received power related to location information and
a frequency management method based on the measured data
have been proposed [7]–[9].

In this study, we proposed and created an indoor spectrum
database by accumulating measured received power and com-
munication quality in a smart factory. Using this database,
REMs were created to visualize the radio propagation envi-
ronment. In addition, the relationship between block error rate
(BLER) and modulation and coding scheme (MCS) index was
investigated to improve the predictability of communication
quality prediction.

II. INDOOR SPECTRUM DATABASE

As a method to recognize the wireless environment with
high accuracy, the method using a spectrum database that
makes statistics through collected measurement data from
nodes has been proposed [7]–[9]. This section describes pur-
poses of an indoor spectrum database in a smart factory and
explains the construction process of the database.

Fig.1 shows an indoor spectrum database and simultaneous
transmission of information and power in a smart factory.
In a smart factory, it is better to use the same frequency

74979-8-3503-3094-6/24/$31.00 ©2024 IEEE ICOIN 2024



on simultaneous transmission of information and power for
improving spectrum efficiency. Nodes and sensors operating
in the smart factory perform information transmission with
Private 5G (P5G), while WPT is performed on sensors and
other devices that perform sensing. The proposed indoor
spectrum database is connected to the P5G core network
and devices that perform WPT to collect data. Based on the
collected information, the indoor spectrum database can be
used for designing simultaneous transmission of information
and power by visualizing the received signal power, commu-
nication quality, and mutual interference.

III. MEASUREMENT CAMPAIGN

A. Measurement Overview

Received power and communication quality were measured
in a smart factory for the construction of an indoor spectrum
database. P5G and Wireless local area network (WLAN)
access points (APs) were placed at the same location in
the Learning Factory (LF) of the Okayama R&D Center of
Yamamoto Metal Technos, and measurements were performed.
The LF is a factory that conducts demonstration experiment to
realize a smart factory. The layout of the LF is shown in Fig.
2. The observation area in the LF was meshed into a 1 [m] × 1
[m] area, and received power and communication quality were
measured using multiple observation devices placed on the
container as shown in Fig. 3. The measurement environment
is shown in Fig. 4, where countless devices are installed and
there are many metallic objects as obstacles.

As shown in Fig. 2, the P5G base station (BS) was installed
in a room adjacent to the measurement area. Two WLAN APs
were also installed at the same location as the P5G BS. The
WLAN APs used were a TP-Link AX5400 with six antennas
and a TP-Link AC750 with one antenna.

Table I shows the measurement specifications. First, the
received power of the WLAN was measured in the LF using
three smartphones. One and six antennas were used at WLAN
APs, and measurements were performed at 2.4 GHz and 5
GHz for each AP, respectively. The measurement equipment in
Fig. 3 was placed at the center of each mesh, and the received
signal strength indicator (RSSI) was collected at each terminal
every 1 second for 40 seconds using three smartphones. In
each mesh, a total of 120 data sets were used to create REMs.

Then, the received power and communication quality of
P5G were measured in the LF. For the P5G measurement,
a network scanner (PCTEL IBflex) supporting 5G/private 5G
was used as the measurement equipment. In addition, mea-
surements were conducted simultaneously using a KYOCERA
5G router (K5G-C-100A) and XCAL, a wireless network
observation tool. XCAL can obtain various communication
metrics and parameters related to 5G, such as BLER, number
of resource blocks, and MCS index.

PCTEL IBflex measured the synchronization signal-
reference signal received power (SS-RSRP), which is the
received power per resource element of the SS-Block synchro-
nization signal in the 5G Sub-6 signal. In the measurement
using XCAL, an iperf server was connected to the BS, and

Fig. 2. Layout of LF.

Fig. 3. Measuring instruments. Fig. 4. Measurement environment.

traffic was applied to obtain information about 5G such
as RSRP, BLER, and MCS index using XCAL. The P5G
measurements were made for 60 seconds, with PCTEL IBflex
using approximately 2000 data points to create REMs and
XCAL using 60 data points to create REMs.

B. Creation of REM

REMs were created based on the measured received power
in WLAN and P5G. The received power at each mesh of
REMs was averaged and used as the representative value for
that mesh. To verify the accuracy of the REM, the root mean
squared error (RMSE) for each mesh and the RMSE for the
entire REM were derived.

The RMSE at mesh k is expressed as

RMSEk =

√√√√ 1

nk

nk∑
i=1

(Pk,i − P̂k)2, (1)

where nk is the number of data measured in the mesh k, Pk,i

is the ith instantaneous received power [dBm] in mesh k , and
P̂k is the average received power [dBm] in mesh k.

On the other hand, the RMSE of the entire REM is
expressed as

RMSEall =

√√√√ 1

mnk

m∑
k=1

nk∑
i=1

(Pk,i − P̂k)2, (2)

where m is the number of meshes, Pk,i is the ith instantaneous
received power [dBm] in mesh k, and P̂k is the average
received power [dBm] in mesh k.
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TABLE I
MEASUREMENT SPECIFICATION.

P5G or WLAN Num. of BS/AP antennas Meas. equip. Center freq. [MHz]
P5G 4 Network scanner (PCTEL Ibflex) 4849.86
P5G 4 Router (K5G-C-100A) + Measurement Software (XCAL) 4849.86

WLAN [TP-Link AX5400] 6 Oppo A55s ×1 Zenfone 7 ×2 2412
WLAN [TP-Link AX5400] 6 Oppo A55s ×1 Zenfone 7 ×2 5240
WLAN [TP-Link AX750] 1 Oppo A55s ×1 Zenfone 7 ×2 2412
WLAN [TP-Link AX750] 1 Oppo A55s ×1 Zenfone 7 ×2 5240

Fig. 5. P5G REM for downlink(left) PCTEL IBflex (right) XCAL.

IV. MEASUREMENT RESULTS AND ANALYSIS

In this section, the REM prepared based on the radio
environment information collected by the measurement cam-
paign and its accuracy are shown. As an examination of the
communication quality index stored in the indoor spectrum
database, MCS index and BLER obtained by the measurement
of P5G are compared.

A. Radio Environment Map

While downlink (DL) and uplink (UL) REMs were con-
structed for the P5G measurements, this paper shows the DL
results. Fig. 5 shows the REMs for P5G DL communications.
The representative value of the mesh in Fig. 5 is the average
RSRP. Figs. 6 and 7 show the REMs of the wireless LAN at
2.4 [GHz] and 5 [GHz], respectively. The representative value
of the mesh in Fig. 6 and 7 is the average RSSI. Figs. 6 and
7 show that the AP with 6 antennas tends to have a higher
average RSSI overall than the AP with 1 antenna, and 2.4
GHz is less affected by distance attenuation. Note that x and
y in mesh (x,y) represent the vertical and horizontal axes of
the REM, respectively.

Next, the accuracy of the created REM is evaluated. Figs.
8 and 9 show the Cumulative Distribution Function (CDF)
of the RMSE of the REM in P5G and WLAN. In addition,
Table II and III show the RMSE of all meshes of the REMs in
P5G and wireless LAN. From Fig. 8 and Table II, the average
and worst values of the RMSE of the REM of P5G are lower
than those of the REM of wireless LAN, and it can be said
that the accuracy of the REM of wireless LAN is worse. It
is considered that the reason is that the REM is created by
averaging the values of three nodes, while in the case of P5G,
only one measuring instrument is used.

Fig. 6. WLAN REM for 2.4[GHZ](left) 1 antenna (right) 6 antennas.

Fig. 7. WLAN REM for 5[GHZ](left) 1 antenna (right) 6 antennas.

Fig. 8. CDF of RMSE of P5G.

TABLE II
RMSE OF THE ENTIRE REM IN P5G.

DL/UL Meas. equip. Center Freq.[MHz] Meshes’ RMSE[dB]
DL PCTEL 4849.86 1.677
UL PCTEL 4849.86 1.378
DL XCAL 4849.86 1.393
UL XCAL 4849.86 1.324

B. Analysis of Communication Quality Indicators
The proposed indoor spectrum database also aims to vi-

sualize communication quality. Hence, we considered the
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Fig. 9. CDF of RMSE of WLAN.

TABLE III
RMSE OF THE ENTIRE REM IN WLAN.

Num. of AP’s antennas Center freq. [MHz] Meshes’ RMSE [dB]
1 2412 2.553
1 5240 2.246
6 2412 2.239
6 5240 1.885

Fig. 10. Relationship between MCS and BLER in P5G DL: Mesh(1,7).

Fig. 11. Relationship between MCS and BLER in P5G DL: Mesh(11,3).

indicators of communication quality to be stored in the indoor
spectrum database. In the P5G measurement campaign, using
XCAL, we measured several values that could be indicators of
communication quality. In this paper, we focus on MCS, which
represents a combination of modulation method and coding
rate, and BLER, which represents communication quality, for
analysis.

The BLER and MCS for DL communication at mesh (1,7)
and (11,3) are shown in Fig. 10 and Fig. 11, respectively. The
left vertical axis in Figs. 10 and 11 shows the average value

of the MCS index at unit time, the right vertical axis shows
the BLER at unit time, and the horizontal axis shows the time
passage. The mesh (1, 7) is non-line-of-sight (NLOS) and the
mesh (11, 3) is line-of-sight (LOS) environments. According
to Fig. 10, at mesh (11,3), which is a LOS environment, BLER
is stable at a low value and MCS is also stable. On the other
hand, Fig. 10 shows that at mesh (1,7), which is an NLOS
environment, BLER is higher and more variable than at mesh
(11,3), and MCS values are also more volatile. Focusing on
the time point from 20 to 21 seconds in Fig. 10, BLER is
increasing while MCS is decreasing from about 18 to 11. The
above suggests that when the quality of the channel degrades
(BLER increases), MCS decreases.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we proposed to construct an indoor spectrum
database to understand the wireless environment in a smart
factory. The indoor wireless environment was successfully vi-
sualized by measuring the received power of wireless LAN and
private 5G which are a kind of private network, and creating
a REM. In addition to the received power measurements, the
private 5G also measured BLER and MCS, confirming the
decrease in MCS index due to degraded channel conditions.

Future work will include a selection of information to be
stored in the indoor spectrum database. Consideration will be
given to indicators that correlate with throughput, BLER, etc.
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