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Abstract— Unattended falls of the elderly are a severe 

health hazard. Several efforts have been made to use Machine 

Learning and Deep Learning (ML/DL), Internet of Things 

(IoT), and wearables for Fall detection in the elderly. This 

paper presents a custom wrist-worn device built using 

Qualcomm Snapdragon 820c to detect falls. We have used Dew 

computing, where the data is processed on the wearable device. 

This system reduces the latency, and issues related to network 

dysconnectivity are solved. To ensure minimum latency and 

maximum accuracy, we have used our multi-layer ensemble of 

ML/DL algorithms. We call this ensemble algorithm, which we 

developed as variable weight ensemble algorithm – 

D(VWE(D)). This ensemble algorithm runs on the End device, 

equipped with a medical-grade Inertial measurement unit 

(IMU) and heart-rate sensors. The data is collected from the 

sensors. The statistical features are extracted from the sensors; 

the data is pruned using Shapley values. The deep learning 

algorithms are part of the ensemble, Convolution neural 

network (CNN), and Multi-layered perceptron (MLP), which 

are pruned using a modified version of the MIT lottery ticket 

hypothesis. We have obtained an accuracy of 98.2% with 

specificity and precision of 100%; also, an F1 Score of over 

97% indicates that the results are outstanding. In this paper, 

we have analysed the accuracies and latency on 820c while 

using the ensemble algorithm and also analysed the accuracies 

and latencies of the individual components in the ensemble 

algorithms. 

Keywords— Fall Detection, SoCs, Ensemble Techniques, 

Pruning, Wearables 

I. INTRODUCTION  

Unintentional fall injuries are the fifth leading cause of 

death in the elderly (after cardiovascular, cancer, strokes, 

and pulmonary disorders). Two-thirds of the falls result in 

death [1]. Even though some of the falls may not be 

very hard falls, leading directly to death, the late response 

would result in the elderly trying to move themselves or may 

lose consciousness. This condition results in further 

complications, which increases the morbidity rate. Quick 

response to falls is the primary solution to this problem. 

India is ageing and ageing at a very high rate, unlike other 

developed countries where the ageing population is usually 

healthy; in India, the geriatric population suffer from 

multiple health issues. Also, with the growth of nuclear 

families, the elderly are left to fend for themselves or 

relegated to over- crowded old-age homes, where little to no 

medical attention is available for emergencies such as falls. 

The solution is to use technology. 

In recent years, research has grown exponentially in the 
field of fall detection and prediction using the Internet of 
Things (IoT) [3]and ML/DL algorithms [2]. The 
methodology used by IoT is usually to use readily available 
sensors on smartphones, collect the IMU data and send it to 
the cloud for processing. With the aged Geriatric population 
in India, this methodology has several issues, such as: 

1) Several of them may reside in rural and semi-urban 
areas where the internet connectivity may not be well 
established, maybe sketchy at best. 

2) Several of the elderly own basic cell phones rather 
than smartphones and are uncomfortable using 
smartphones. 

3) Even if their connections are good, the latency in 
sending the data to the cloud and sending the 
prediction to the medical aide from the cloud is 
usually very high. 

To solve these issues, we have developed a low-cost 
wrist- worn device that will not only collect data but also 
make a prediction and sound an alarm in case of falls. Here, 
the latency is negligible, as can be visualized in a later 
section on results and discussions. 

The architecture of the system is shown in Figure 1. 
    

 

Fig. 1: Architectural model of wearable fall detection 

Multiple ML algorithms and DL algorithms [4], [5], [6] 
,[7],[8] and [9] have been individually tried for Fall 
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prediction on the cloud with varying accuracies and 
latencies. This paper gives details of these algorithms. We 
initially developed a Stacking and two voting-based 
algorithms which could run on the custom device at latencies 
less than 1 ms with accuracies of about 97% [10]. We have 
modified these algorithms to improve the accuracy and 
sensitivity while retaining low latencies by incorporating DL 
algorithms into the ensemble. We have also tried multi-
layered ensemble algorithms with successful improvement in 
accuracy with 100% specificity (No ADL is classified as a 
fall). 

The sections are organised as follows: Section 2 
describes the architecture of the wrist-worn device. Section 3 
gives a brief on the data-gathering process. Section 4 
describes the novel ensemble algorithm developed based on 
the multi-layer voting system. Section 5 presents the results 
and discussions, and finally, we conclude with section 6. 

II. ARCHITECTURE OF THE END-DEVICE 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2: Prototype diagram of the wearable 
device 

Figure 2 shows the complete block diagram of the 

end device used. The core of the wearable system 

comprises a powerful SoC, which in our case was 

Snapdragon 820c [10]. The Soc is interfaced with an 

industrial standard Accelerometer and gyroscope sensors. 

The core of the wearable system comprises a powerful 

SoC, which in our case was Snapdragon 820c  . The Soc is 

interfaced with an industrial standard Accelerometer and 

gyroscope sensors. For our wearable device we used 

LSM6DSO16IS from STMicroelectronics [12] which has 3D 

accelerometer and 3D gyroscope with intelligent processing 

unit. For magnetometer we used LIS3MDL which is a ultra 

low-power magnetometer for wearable devices[13]. 

The IMU data is sampled at a rate of 20 Hz. The IMU data 

is augmented with the heart rate data as a person may 

experience a spike in the heart rate during the fall due to 

increased panic levels. Also, a skin temperature sensor is 

included as there is a possibility that the temperature may 

rise during the fall. The data collected on the end device is 

stored on the SD card and sent to the cloud for long-term 

health monitoring. We are running a basic vanilla Linux 

kernel on the System on Chip (SoC), and the features are 

extracted in real-time, and a decision is made based on the 

prediction of the ensemble algorithm. An alarm is sounded 

in case of a fall. 

III. DATA COLLECTION AND METHODOLOGY 

Many publicly available datasets exist for “Fall 
Detection”, are available such as MobiFall [15] , SisFall 

[16], SmartFall [17], SmartWatch [18], and Notch [19] but, 

there are various associated issues such as : 

• Few datasets have multiple sensor readings, they 

primarily have only accelerometer-based 

readings. 

• There is a lack of diversity in several datasets or 

information regarding demographic diversity of 

the volunteers is not available to train the model 

to work across different population 

demographics. 

Hence, To address the above mentioned issues we collected 

we collected data from a diverse population of 41 people 

performing multiple activities (Activities of Daily Living 

(ADLs) and falls) for five trials per person. The cleaned 

and averaged value parameters were stored. The Dataset 

is available at https://zenodo.org/badge/latestdoi/ 

517690954 

 

TABLE I: List of Activities of Daily Living 

(ADLs) performed by volunteers 

 
 

TABLE II: List of Fall Activities performed by 

volunteers 

 

Table 1 describes a list of ADLs and the duration it was 

performed, and similarly Table 2 describes the list of Fall 

activities and their durations, respectively. All the activities 

listed in Table 1 and 2 have been performed by the 41 
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volunteers and each activity was performed for 5 trials by 

every volunteer. The  volunteer statistics from whom the 

data was collected is summarised in Table 3 

TABLE III: Summary of the volunteer statistics 

 
 

While developing Machine Learning algorithms, only 

a subset of the dataset is useful for building the model. The 

rest of the data may either be irrelevant or redundant. A 

feature is considered as an attribute that impacts 

the solving of a problem, and feature selections are all about 

selecting the most important features to train the ML Model. 

Feature Engineering is a vital part of Machine Learning. 

This is mainly made up of two processes : 

• Feature Extraction [20] 

• Feature Selection [21]. 

In the case of feature extraction, a new set of features is 

created from the existing raw data. Our dataset which we 

had collected from 41 volunteers has closed to a million 

datapoints per volunteer (which included Accelerometer, 

magnetometer and gyroscope values). Out of the million 

datapoints, 112 features per volunteer were extracted. 

The statistical features that were extracted include (i). 

median (ii). skew (iii). kurtosis (iv).max (v). min (vi). 

standard deviation (vii). variance. 

        Feature Selection reduces the number of input variables 

(raw data) by using only relevant raw data to reduce the 

overfitting of the model. Researchers either use feature 

extraction or feature selection. Both feature extraction and 

feature selection were performed by first extracting the 

statistical features and then selecting the relevant data from 

the statistical features extracted. The overall number of 

features extracted was 112 feature per user per activity per 

trial, we had 5 trials each. Once feature extraction was 

performed data pruning was done to select features in order 

to reduce the amount of data required to train the various 

ML/DL models. 

 Dataset pruning removes suboptimal tuples and 

redundant data to improve the performance of the ML 

model. This is specifically used with ensemble techniques. 

Pruning reduces the complexity of the final model, 

removing any overfitting while reducing the latencies when 

the trained model is run on real-time data. The ML/DL 

Algorithms, especially ensemble techniques such as 

XGBoost, AdaBoost, and our proprietary ensemble 

algorithms, were run on a constrained device, Qualcomm 

Snapdragon 820c. In that case, we require methods to 

drastically reduce the dataset dimensionality without losing 

any information. So, we need to identify the features that 

have the maximum impact on the algorithm’s performance. 

There are several methods available for feature selection. 

Some of these methods are also used for validating the 

predictions. Of these, we used four different methods for the 

Ensemble Algorithms. 

A. Method 1: Drop Column 

We ran the various ML Algorithms by removing one 

feature at a time, and then a combination of features was 

tried. We repeated this until we obtained an ideal number of 

features. 

B. Method 2: Shapely Additive exPlantation [23][24] 

Shap assigns an importance value for each feature based 
on every predication. Using these importance values, SHAP 
thereby identifies the features that influence the predictions.
A combination of Local Interpretable Model agnostic 
explanations (LIME) [25], Layer-wise Relevance 
Propagation [26] and Deep Lift [27]. 

In this paper, we have used model-agnostic kernel SHAP 

for feature selection. We chose kernel SHAP as it works 

well for a few number of inputs. Moreover, the kernel SHAP 

method requires fewer evaluations of the original model to 

obtain similar accuracy. SHAP explains an instance’s 
prediction by computing each feature’s contribution in 
making the prediction. In kernel SHAP, the Shapely valued 

exPlanation is represented as an additive feature attribution 

method, a linear model. This connects the LIME and the 

Shapely Values. 

     Thereby, the Shapely Values are the only solutions that 
satisfy the properties of : 

(a) for a specific input (x), local accuracy requires the 

exPlanation model to atleast match the output (f) for a 

simplified input (x). 

(b)  local accuracy when approximating the original 

model 

(c) Consistency – states that if a model changes so that 

some input contribution increases or stays the same 

regardless of the other inputs, that input attribution 

should not decrease. 

(d) Missingness – If the simplified input represents 

feature presence, the missingness requires features 

missing from the original input to have no impact on the 

prediction. 

 

We selected kernel shap as it is model agnostic. Kernel 

SHAP identifies the class of additive feature’s importance, 

and hence, these important values are used for pruning the 

feature-extracted dataset. Kernel SHAP estimates, for 

instance, x, the contribution of each feature in making the 

prediction. We have used this for ranking the features and 

selecting the top-ranked features. 

652



4 

 

C. Method 3: Correlation combined with RELIEFF 

We initially used cross-correlation to remove redundant 

features from the extracted dataset and then applied 

RELIEFF [28] to remove low-impact features. RELIEFF is a 

modification of RELIEF [29] that can remove irrelevant 

features by estimating the relevance of all features. 

RELIEFF improves on the original algorithm by estimating 

the probabilities more reliably and can also be used in the 

case of small and incomplete datasets. 

RELIEF estimates how parameters compare to the 

instances that are close to it. RELIEF searches for two 

neighbours – 

• From the exact prediction (class) called the nearest 

hit 

• From a different prediction called the nearest miss. 

RELIEF then uses Manhattan’s distance to find the 

difference between the two parameters. A weight is assigned 

to the parameters based on the difference. RELIEF uses 

impurity functions. The correlation between a prediction and 

a parameter constitutes the impurity function, where the 

impurity function disregards the context of the parameters 

that have no correlation with the prediction. 

 RELIEFF is a modification of relief that uses standard 

linear correlation coefficients to estimate the contribution of 

each parameter. For parameters that are conditionally 

independent, as the number of nearest neighbour increase, 

the quality of the estimate increases monotonically. In case 

of dependent attributes, the estimation quality decreases 

monotonically. RELIEFF works well with both dependent 

and independent attributes and hence is a good method of 

pruning for the dataset we have collected, as the dataset is 

small and noisy. Any ML algorithm should try to discover 

regularity in the data, which is done by RELIEFF. 

     RELIEFF also reduces the complexity where RELIEF 

takes every single hit and single miss and finds the 

difference. RELIEFF takes (k) nearest hits and (k) nearest 

misses and calculates the average distance. RELIEFF uses 

Euclidean distances, although the paper clearly does not 

explain why Euclidean distance was used instead of 

Manhattan’s distance. The results and discussion section 

describe the result of pruning using RELIEFF. There are 

several other pruning methods available, such as Firefly, 

STIR [30], etc, that are more suited for large datasets, 

images, and Deep Learning methods where the prediction is 

not binary. 

     This way, our work is completely novel compared to 

other works based on data pruning. 

D. Method 4: MIT Lottery Ticket Hypothesis 

Neural network pruning techniques can reduce 

computation and storage requirements without reducing 

accuracy. The MIT lottery ticket hypothesis states, 

“Randomly initialized dense network consists of a 
subnetwork that is initialized such that – when trained in 

isolation, it can match the test accuracy of the original 

network after training for at the most same number of 

iterations. “. We have applied the MIT lottery ticket 

hypothesis to MLP, CNN and RNN models and have found 

individual improvement in performance. We have applied 

the same to the ensemble algorithm described in section 

4. Generally, in iterative pruning, the unpruned weights are 

reset to their original values before the next iteration; we 

have not done so. So, we have modified the algorithm to 

obtain the best possible results [31]. 

IV. ENSEMBLE ALGORITHM 

The ensemble algorithm developed is based on voting. 

We have used a weighted combination of A) Stack(A) [32], 

B) Multi-Layer Perceptron (MLP) and C) Convolution 

Neural Network (CNN). Individually, the accuracies and 

Specificity of Stack(A), MLP and CNN were as follows: 

• Stack A 

– Accuracy = 97.62% 

– Specificity = 98.15% 

• CNN 

– Accuracy = 94.64% 

– Specificity = 89.83% 

• MLP 

– Accuracy = 96.43% 

– Specificity = 94.64% 

 

Fig. 3: Block Diagram of VWE(D) 

  

We ran multiple iterations of varying weights to find the 

ideal weights, which produced an accuracy of 98.21% 

with 100% specificity, meaning no ADL activities are going 

undetected. The precision obtained was 94.64%, and the F1 

Score was 97.25%, which falls under the category of 

outstanding. Based on various literature studied, this is, to 

the best of our knowledge, the algorithm that gives the most 

accurate results across varied user dynamics while the 

algorithm runs on a constrained SoC. 

The block diagram of the ensemble algorithm and the 

equation used is shown in Figure 3. 

This is a Multi-Layered Ensemble Algorithm as Stack(A) 

already uses the stacking ensemble method with the primary 

layer made of Support Vector Machine (SVM), extreme 

Gradient Boosting (XGB), Random Forest (RF) with 

Logistic Regression (LR) as the Meta Learner where XGB 
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and RF are already ensemble algorithms. Our logic behind 

using these algorithms is described in [32] . 

These weights of 25 for Stack(A), 10 for CNN and 

15 for MLP were decided after trying multiple 

combinations. As the number of combinations we tried was 

very high, it was impossible to show the accuracy of all the 

combinations. 

V. RESULTS AND DISCUSSION 

Fig. 4: Performance metrics without modified MIT 

lottery hypothesis 

 

Fig. 5: Performance metrics modified MIT lottery 
hypothesis 

Figure 4 and Figure 5 give the various parameters 

(accuracy, sensitivity, specificity, precision and F1 Score) 

with and with- out the use of the Modified MIT Lottery 

hypothesis. While the accuracy of MLP remains the same, 

there is a slight increase in the accuracy for CNN (increases 

from 94.64% to 96.42%), and there is an increase in 

specificity while there is a drop in sensitivity. There is a 

large increase in precision (from 89.83% to 96.29%). There 

is also more than 2% increase in the F1 Score. We can 

conclude that by using the Modified MIT Lottery, CNN 

produces better results at lower latencies, while there is no 

drop in accuracy in the case of MLP. When VWE(D) is 

applied, the parameters are the same for with Modified MIT 

and without Modified MIT lottery ticket.  

This is due to the applied. Stack(A) and MLP together 

have higher accuracy, however, the accuracy remains 

unaffected when using CNN. 

The latencies are shown in Figure 6 for with and without 

the use of Modified MIT Lottery Ticket. The latency drops 

from 4.711ms to 4.422ms when Modified MIT Lottery is 

used. 

Fig. 6: Latency of VWE(D) algorithm with and 

without MIT Lottery hypothesis 

      This allows us to sample at higher frequencies if 
required. But in either case, the sampling frequency of 20 
Hz between two adjacent samples is much higher than the 
data processing rate. The diagram does not include the time 
for feature extraction, but the time taken for feature 
extraction will not add much to the existing latency. 

 Though the increase in latency is about 3.4 milliseconds 

with only an increase of 0.6% in accuracy, but the precision 

increases by almost 2%, and the specificity also increases to 

100%. The increase in latency is acceptable since our data 

sampling rate is 500 milliseconds. Even if feature extraction 

and data gathering time are included, the prediction would 

be done in less than ten milliseconds, which is much less 

than 500 milliseconds. Hence, we can afford to increase the 

latency even though the accuracy increases only by a small 

value, but there is a huge impact on specificity and 

precision, both being close to 100%. Only three falls 

remained undetected, and all of them involved falling from a 

lying down position on the bed. Since the bed was about 10 

centimetres from the ground, the change in magnetometer 

value would have been very less and could be easily 

confused with ”turning on the side, while lying on the back” 

ADL activity. And again, these falls were missed in the case 

of volunteers who were well above the average weight. This 

is the only soft fall that is going undetected by the system. 

VI. CONCLUSIONS AND FUTURE DIRECTIONS 

Based on the results, we can see that we have reached a 

peak value of specificity with 98.3% accuracy. Very little 

further scope for improvements in terms of algorithms exists. 

We have also built a low-cost custom wrist-worn end device 

that is capable of collecting data, extracting the features and 

running the ensemble algorithm, providing the prediction 

before the next set of samples are collected. The prototype 

of the custom end device is ready. In order to further study 

the performance of the end device, we are currently digital 

twinning the end device so that we can observe every 

activity performed by the user remotely if required. We are 

also reverse engineering the end device to produce synthetic 

data that can be used for further training algorithms and 

generating varied data sets. 
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