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Abstract—Industrial Internet of Things and Industry 4.0 has
attracted much attention recently. A significant roadblock in
Industrial IoT systems is the data privacy. The data collected
from a manufacturing unit is confidential and usually large in
volume, with data variations happening at high speeds. The
latencies are high when the industrial system is connected to
the cloud based on the bandwidth availability. Various paradigms
such as Fog, Edge, Dew and Cloudlet systems have emerged over
the last few years as an alternative to clouds. Edge computing
would require a single powerful processing unit to handle large
amounts of data, not only in terms of volume but also in
terms of speed. Hence, cloudlets, which are closely related to
edge computing but can be built using multiple medium-scale
processing units such as System on Chips, provide an attractive
alternative to clouds. In this paper, we have built a cloudlet
system using multiple Snapdragon 410c and implemented a
digital twining system on it. Any form of digital twining requires
a powerful graphic processing unit. However, we have been able
to achieve the same level of accuracy using a distributed cloudlet
framework. Cloudlet system opens various avenues in the usage
of IoT for industrial manufacturing systems, starting from design
to predictive maintenance and also offers a scalable solution to
cater to varying scales of industries, from small scale to industry
complexes.

Index Terms—Digital Twining, Cloudlets, IIoT, SoC and End
Devices

I. INTRODUCTION

The Industrial Internet of Things (IIoT) [1] is an essential
element of Industry 4.0 [2]. IIoT uses the power of smart
machines and generally does real-time data analysis to use
industrial machines better. The smart machines have various
sensors and actuators connected to the machines to monitor,
control and analyze data in real-time. They communicate their
data for further processing to a cloud or a server to enable
faster and more accurate business decisions.

IIoT is used across a range of industries varying from man-
ufacturing [3], logistics [4], oil and gas [5], transportation [6],
mining [7], aviation [8], energy [9], and more. Its focus is to
optimize operations, particularly the automation of processes
and the maintenance of the equipment.

Implementing IIoT for any industry in manufacturing that
produces physical products or manages product transportation
will increase operational efficiencies, which will impact the
way to create entirely new business models. It has a range of
applications in a cross-section of industries, such as supply
chain [10], healthcare [11], retail [12], logistics [13], produc-
tion [14], building management [15], robotics [16], medical
devices [17], and software-defined production processes [18].

Industry 4.0 aims to automate all traditional industrial
practices, and it hopes to do so by bringing as much of the
equipment from the physical space into the virtual domain.
Furthermore, this is where digital twins come into play.

The term digital twin was coined in 2002 [19]. It was
used to monitor and maintain remote equipment deployed in
inaccessible terrains. Initially, digital twinning was done to
design, model and analyze to figure out design glitches and
simulate the complete system before manufacturing it.

Current digital twins are designed to build a virtual 3D
model using large amounts of raw data from the actual system.
Digital twins accurately simulate, analyze and even predict
real-time events using real-time data from the physical world.
To summarize, digital twins are virtual representations of the
physical product. There can be a real-time connection between
the physical world and the virtual model if data is relayed to
it in real-time and the digital twin’s behaviour varies with the
data received from its physical counterparts.

The correct behaviour of a real-time digital twin depends
on the logical results of computation and the timing con-
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straints. Modern large-scale digital twin deployments often
rely on cloud-based architectures to handle the large amount
of data that needs to be stored and analyzed. Using cloud-
based architecture introduces end-to-end latencies in data
transmission. A significant amount of time is spent moving
the data from the end devices to the cloud. Also, the issue
of data privacy is paramount in Industrial systems, which
prefer large local servers to remote cloud access. In this
paper, we propose a solution that will bring the cloud closer
to the End devices and ensure data privacy with minimum
control overhead. We have used Cloudlets built using multiple
Qualcomm Snapdragon 410cs [20], to build a cloudlet system
which will be physically close to the End device. This system
reduces the latency; simultaneously, we establish a secured
communication channel between the end device and between
the cloudlets using a custom network protocol stack. The rest
of this paper is organized as follows: Section II presents digital
twinning; Section III describes the cloudlet architecture used.
Section IV presents the implementation of digital twinning of
three sensors (accelerometer, gyroscope and Magnetometer) on
the cloudlet systems. The experimental results of the digital
twin implementation are shown in Section V, and Section
VI concludes the paper and discusses the future direction of
research.

II. DIGITAL TWINNING

[21] gives an overview of digital twin applications. Digital
twins are used in different sectors. The sectors where digital
twins are used are (a) manufacturing, (b) aerospace, (c) marine,
(d) agriculture, (e) healthcare, and (f) mining. Digital twins
can be used for the following purposes: (a) simulation, (b)
monitoring, and (c) control. Simulations are used to model
the behaviour of the system in virtual space. This allows
optimization of the product or the production process. The
monitoring includes current data so that the current state of
the product or system can be interpreted. When used in control,
digital twins can be used for predicting events and, based on
the predictions, can control the behaviour of the product or
system.

Another way to classify the digital twin is based on the
physical device it is modelling. There are four categories of
physical objects: (a) Manufacturing assets, (b) products, (c)
infrastructure, and (d) Human [21]. A manufacturing asset
refers to an object from a tool like a CNC machine [22].
Product – indicates a completed product. Infrastructure refers
to bridges, cities, etc. [23]; in the case of humans, it could
refer to an industry employee trained by a digital twin expert
or an expert training the employees on a hazardous system
[24].

The completeness of the digital twin in the number of
features that are represented – for example, a digital twin
of a room has parameters such as temperature, humidity,
lighting, O2 Levels, occupancy, and power consumption and
these parameters have to be continuously updated, so data is
sent regularly. The digital twin of the room is updated in real-
time.

A digital twin can be created before or after the physical
object is created. If created before, it is used to analyze the
behaviour, verify the various states and then build the physical
object; such a digital twin is termed a proto-type twin [25].
If the twin is bound to the device later, it is called a digital
twin instance [26]. A digital twin instance of any machinery
in the industry can be used for predicting events, changes in
states and failures due to real-time data sent from the machine
to the digital twin.

The digital twin is the key technology for Industry 4.0;
combined with Augmented Reality / Virtual Reality and IIoT,
they provide valuable tools for manufacturing, training, health-
care, and smart city environments. When writing this paper,
we have been unable to find detailed developments that study
and integrate these three technologies.

The digital twin can allow companies to have a complete
digital footprint of their products from the conceptual phase
to the design and development phase, the deployment and
maintenance phase through the entire product life cycle. This
allows the manufacturers to understand not only the product
designed but also the system that built the product and the
application of the product. With the creation of the digital twin,
companies may be able to detect significant improvements
in the areas of value in the areas (i) speed to market of a
new product, (ii) improved operations, (iii) reduced defects,
and (vi) analysis of emerging new business models to drive
revenue. There are varying definitions of digital twin (a) one
definition states that [27] “a digital twin is an integrated
model of an as-built product that is intended to reflect all
manufacturing defects and be continually updated to include
the wear and tear sustained while in use.” (b) another definition
of the digital twin is [28] “as a sensor-enabled digital model
of a physical object that simulates the object in a live setting.”

To implement a digital twin, considerable processing power
is required as huge volumes of high-speed data need to be
analyzed continuously so that the behaviour of the digital twin
exactly replicates the behaviour of the physical object and is
also able to predict future falls or unpredictable states that
the object may enter into, hence most digital twins are imple-
mented in a cloud-based architecture. Due to the unsuitability
of cloudlets-based architecture IIoT, as stated in section I, the
following section describes a cloudlet architecture that IIoT
systems can use. The example illustrated using the cloudlet
architecture replicates the behaviour of multiple sensors and
is described in detail in section IV.

III. CLOUDLET ARCHITECTURE

Cloudlets are designed to tackle the requirements of IoT
and, at the same time, overcome the high latency issues
associated with cloud computing. The solution provided by the
cloud brings the computing resources closer towards the end
device [29]. Cloud computing is flexible, scalable, and cost-
effective while being resource-rich and globally accessible.
The clouds may not be close to the user and may be connected
via multiple switches and routers, which add to the network
latency. Semi-urban and rural areas where there is limited
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infrastructure and connectivity, it may not be possible to use
the available cloud resources optimally. An alternative would
have been to use smartphones to process the data. Despite the
evolution of processing powers, mobile phones have limited
processing power and memory, have short battery life and have
heat dissipation issues [30] [31].

To overcome the limitations of cloud computing, researchers
generally go in for Edge computing. Cloudlets [32] [33] is a
variant of Edge computing; the primary aim of cloudlets is to
bring the capabilities, the services and the cloud applications
closer to the Edge and, hence, to the users. The End–devices
in the cloudlet systems are usually a single hop away [34].

Cloudlets, Edge and Cloud computing can be a part of
a single hierarchical architecture, as shown in Figure 1.
Cloudlets can be built using devices with average processing
capabilities, such as SoCs. Rather than using a single powerful
computing system, a distributed system of multiple SoCs can
be combined to form small clusters that are portable. Like
access points, it is also possible to deploy cloudlets at any
location. It is also possible to combine multiple cloudlets to
form a larger computing platform, thereby providing scalabil-
ity and extendibility. As the cloudlet and the End device are
one-hop neighbours, the communication latency is minimal
while maximizing the bandwidth utilization and retaining the
required quality of service.

Fig. 1: Proposed Architecture of the Cloudlet system

The cloudlet system uses a distributed task scheduling and
data distribution architecture described in our earlier work
[35] [36]. We have also developed a custom network protocol
stack that ensures minimum latency with minimum control
overhead while maximizing the throughput. Initial experiments
that we have conducted with this network protocol stack show
no packet loss and negligible latency in terms of less than

0.1 microseconds. We are not describing the network protocol
stack in this paper due to the limitation of space.

IV. IMPLEMENTATION OF DIGITAL TWINNING OF
A SENSOR ON CLOUDLET SYSTEMS

Fig. 2: Interface of the End-Device to the cloudlet system
composed of multiple Qualcomm Snapdragon 410c

This section gives the experimental setup used for the
implementation of the digital twining using a cloudlet system.
Figure 2 gives the implementation architecture of the cloudlet
system.

The cloudlet system was built using multiple Qualcomm
Snapdragon 410c SoC. We varied the number of nodes in the
cloudlet system from 4 to 25. The nodes in the cloudlet system
are interfaced wirelessly using a minimal control overhead
and minimal latency custom network protocol. The network
protocol is embedded into the 410c SoCs. Also, the 410c SoCs
are interfaced with the cloud when the volume of data is high.
When the processing requirement reaches the peak that the
cloudlet can no longer handle, it is migrated to the cloud. The
cloud does long-term storage and data processing while the
current data and the processing of the data take place on the
cloudlet.

The sensors twined are the accelerometer, gyroscope and
magnetometer. We have used MPU6500 [37], Which has a
three-axis accelerometer and gyroscope, and GY271 [38],
which is a magnetometer. Using these three sensors, it is
possible to track the position of the spindle in the system and
the rate at which it is rotating. We were able to produce an
exact 3D replica of the rotational position while at the same
time, displaying the values of the sensors.

The sensors were connected to STM-32F407 [39], which
was the processing unit on the end–device. The actual end-
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Fig. 3: Interfacing the End – device interfaced with the sensors
and CC 2500.

Fig. 4: Code and the data relayed to the SoC via CC2500.

device is shown in Figure 3. The data was sent to the 410c 
SoC, to which the end device was interfaced via a CC 2500 
module [40]. The data was sampled at a rate of 20 Hz and was 
continuously sent to the 410c SoC with which it was interfaced 
on the cloudlet. Our distributed data storage algorithm ensured 
that the data was uniformly distributed among the various 
SoCs interfaced on the cloudlet. Once the data was received on 
the cloudlet, the tasks that were required to model the device 
and produce a 3D virtual image were invoked with every set 
of data. Figure 4 shows the code and the data relayed to the 
SoC via CC2500.

The CC2500 simply acts as a wireless transceiver and relays 
the data from the End device to the cloudlet. No specific 
protocol is used for interfacing the End device to the cloudlet. 
Currently, each end device has been allotted its own node in 
the cloudlet. In future, as the number of end devices increases 
while the cloudlet size remains the same, we plan to implement 
the same custom protocol used for communication between the 
nodes in the cloudlet to establish a link between the end device 
and any node in the cloudlet that is currently free.

V. EXPERIMENTAL RESULTS

Fig. 5: Digital twin based on sensor data-position a

Fig. 6: Digital twin based on sensor data-position b

Fig. 7: Digital twin based on sensor data-position c

This section presents the results obtained when the sensors 
were twined. Figure 5, Figure 6 and Figure 7 shows the 
digital twin in various positions based on the sensor’s data. 
The sensor positions depend on the accelerometer, gyroscope 
and magnetometer data, and there was no latency observed in 
between the variation of the physical position when compared 
to the virtual position. The task of converting the data into 
position and rendering it into a 3d image was done using seven 
410c SoCs, of which only three were required to maintain a
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constant update in the sensor data and the update of the image.
Even the three SoCs were not fully loaded but ran at less than
80%.

VI. CONCLUSION AND FUTURE WORK

In this paper, we have presented an application of a cloudlet 
system which is used for the digital twinning of three 
different sensors. The three sensors could be used to give the 
position of the spindle, which is a part of multiple rotating 
machines that are used in the manufacturing industry. We 
were successfully able to implement the digital twin using 
a cloudlet system built with 410c SoC. In fact, we needed 
less than 80% CPU processing power of only three SoCs in 
the cloudlet system to implement the digital twin of the 
sensor and keep it updated at a sampling rate of 20 Hz. 
In future, we plan to digitally clone the entire machine and 
take the process further to cloning the entire control system 
built using multiple machines using the cloudlet system that 
we have developed using 410c. Augmented reality and 
virtual reality can be used to create a 3D interactive user 
interface, where the user can change multiple parameters 
and view the variations in the performance of the machine.
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