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Abstract—With the increase in criminal cases using deep 
voice, research related to deep voice detection is on the rise. 
However, the previous studies of deep voice detection are still 
insufficient when applied to actual crime prevention services. To 
address this issue, this paper proposes a new framework called 
“DevoX” that can apply deep voice detection to actual services. 
This framework continually trains on voice data from end 
devices (such as smartphones) for new types of deep voice 
crimes. Also, DevoX provides low-latency services through the 
core-edge cloud architecture. Edge cloud sends extracted 
features through encoding instead of call voice to prevent 
privacy leaks. It is possible to apply deep voice detection 
technology to actual services. Therefore, our study can be 
effectively utilized in preventing phishing based on deep voice. 

Keywords— core-edge cloud, deep learning, deep voice, mlops  

I. INTRODUCTION 
Recently, with the increasing use of AI (Artificial 

Intelligence) in applications, a number of cases where 
malicious use of AI technology is increasing. For example, 
crimes such as spreading disinformation [1], manipulating 
public opinion [2], and voice phishing by impersonating 
another person [3] are occurring through audio fake 
technology called deep voice. This has led to deep voice 
detection being needed to prevent crimes caused by deep voice 
technology. 

Deep voice is a compound word of deep learning and fake 
voice. In particular, deep voice can be easily used as it can 
collect various voices through SNS (Social Network Services) 
such as YouTube, Facebook, and Instagram [4]. Also, the 
importance of deep voice detection is emerging due to the 
problem of difficulty in distinguishing between real and fake 
voices [5]. Additionally, research is increasing to improve 
deep voice detection accuracy using  ML (Machine Learning) 
or deep learning [6]—[9]. This performance improvement is 
important from an academic perspective. However, these 
studies are limited to apply to actual services. First, continuous 
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training for new crime types of deep voice detection was not 
considered. Second, low-latency inference for real-time 
service provision was not considered. Third, there is a 
vulnerability in privacy protection in that voice data is stored 
in the edge server. 

Our study proposes an AI voice detection method and 
service framework (e.g., DevoX) based on MLOps to prevent 
deep voice crime. MLOps (Machine Learning Operations)  is 
a paradigm that aims to deploy and maintain ML models 
reliably and efficiently [10], [11]. Therefore, we apply the 
MLOps framework for continuous training and efficient 
deployment of deep voice detection models as follows. Firstly, 
data ingested from applications are continuously trained with 
AI models in the core cloud to detect new crime types of deep 
voices. At this time, by transmitting encoded feature 
extraction instead of the user's voice call, the risk of privacy 
leakage can be mitigated. Then, the AI model trained in the 
core cloud is deployed to the edge cloud. In the edge cloud, 
deep voice is detected through AI model inference. When the 
result of inference feedback to the application in the end 
device, the end device notifies the user via an alert. The end 
device can provide services to users with low latency through 
nearby edge clouds. Consequently, by offering deep voice 
detection as a real-time service, it is expected that the damage 
from deep voice crime can be minimized. 

Thus, our contributions are as follows 

 Our study introduces an AI voice detection method and 
service framework (e.g., DevoX) based on MLOps to 
address the increasing malicious use of AI technology, 
particularly in crimes involving deep voice manipulation.  

 Provides a reliable deep voice detection model by learning 
deep voice crime types that are updated through a 
continuous learning framework. 
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 Reduces the risk of personal information leakage by 
extracting and transmitting only features from voice call 
data. 

 Provides deep voice detection applications to users by 
training a deep voice detection model and providing 
inference services. 

The remainder of this paper is organized as follows. 
Section 2 introduces research related to deep voice detection 
and MLOps. Section 3 explains the proposed framework, and 
its experimental results are provided in Section 4. Finally, 
Section 5 concludes and presents directions for future 
research. 

II. RELATED WORK 

A. Deep Voice Detection 
Deep voice detection refers to detecting manipulated fake 

voices using deep learning [6]. As the number of cases of deep 
voice abuse in crime increases, improving deep voice 
detection accuracy has become a major concern [6]. 
Accordingly, research focusing on improving accuracy using 
various deep learning or ML models, including SVM-Linear 
[7], XGBoost [8], and VGG16 [9], is increasing. Meanwhile, 
recent research is attempting to apply it to actual service 
applications. Lim et al. [12] applied explainable AI to deep 

voice to provide reliability through analysis of the deep voice 
detection model. Additionally, Kang et al. [5] proposed a new 
system (i.e., Deep Detection) that can detect deep voice and 
authenticate users without exposing voice data to the server. 
These methods can be helpful when applied to actual services 
related to deep voice detection. However, our study differs 
from previous studies in that it focuses not only on model 
accuracy but also on overall services for deep voice crime 
prevention by considering various factors (continuous 
training, low-latency services, privacy-enhanced, etc.). 

B. MLOps (Machine Learning Operations) 
MLOps is a compound word for Machine Learning (ML) 

and Operations (Ops).  MLOps uses an automated pipeline 
from data ingestion for training machine learning to 
deployment of the trained model [13]. Additionally, existing 
studies adapt MLOps to core-edge cloud architecture [14]. 
MLOps is constructed in such a way that the training process, 
which requires a lot of computing costs, is carried out in the 
data center, and the inference process, which requires 
relatively low costs and fast service, is carried out in the edge 
server. Then, service costs can be optimized and fast service 
can be provided to users. In this paper, we provide a deep 
voice detection service by continuously learning a deep voice 
detection model in an HPC environment and distributing the 
trained model to an edge server for inference. Moreover, 

Fig. 2. Proposed MLOps framework architecture in core-edge cloud environment.  

Fig. 1. Automated machine learning pipeline in MLOps. 
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recent studies have integrated MLOps into core-edge cloud 
architecture [14]. MLOps optimizes both the resource-
intensive training process in the data center and the service-
intensive inference process in the edge server. This approach 
enables cost optimization for services and provides low-
latency service to users. This paper introduces a deep voice 
detection MLOps framework, achieving continuous learning 
of a deep voice detection model within an HPC environment 
and deploying the trained model to an edge server for 
inference. Fig. 1 shows the automated pipeline in our 
suggested MLOps framework. At the Data Ingestion stage, the 
application ingests voice data from the end device. This voice 
data is recorded at one-second intervals and transmitted. The 
ingested data is sent to the edge server for Data Preparation. 
The edge server stores this preparated data and executes deep 
voice detection models. Also, the prepared data is forwarded 
to the core server for the Model Training step at specific 
intervals. In the Model Deployment, the trained model is 
redeployed to the edge server and managed through a Model 
Registry. 

III. THE PROPOSED SYSTEMS  

A. Conceptual Framework 
Fig. 2. is the proposed framework architecture for MLOps 

for “DevoX” application services. The overall framework 
process is automated through the MLOps pipeline and consists 
of five stages including Data Ingestion, Data Preparation, 
Model Training, Model Deployment, and Model Registering. 
Voice data collected from the application are moved to storage 
in the edge cloud (Data Ingestion, see ①). Data preprocessing 
and inference are performed in containers in the edge cloud 
(Data Preparation, see ② ). Additionally, the core cloud 
performs model training using preprocessed data (Model 
Training, see ③). The core cloud deploys the trained model to 
the edge cloud (Model Deployment, see ④). Also, the trained 
models are registered to manage the version of models (Model 
Registering, see ⑤ ). A significant advantage of this 
framework lies in its ability to efficiently distribute tasks 
through modularization among the three parts of the service, 
thereby leveraging the unique strengths of each.  The 
framework we propose in this study has three main layers. 
First, the core cloud trains the model using preprocessed data 
and deploys the trained model to the edge cloud. Second, the 
edge cloud focuses on data collection, preprocessing, and 
inference processes in containers. Third, applications 
communicate with the edge cloud to send voice data and 
receive feedback to alert the result to the user. 

 

B. System Process 
Fig. 3. shows the architecture of receiving AI services 

from an application. Applications communicate through a 
socket container (container A) located at a nearby edge cloud 
(see ① ). Voice data generated during communication is 
detected in real-time whether it is a real or fake voice through 
the AI inference server (container B, see ②). If the detected 
voice is fake, the result is sent to the application (see ③). 

 

C. Dataflow of the use case 
To design a scalable MLOps framework for Devox 

applications, we performed iterative training and evaluation. 

From the user's perspective, the data flow is observed in three 

stages, including data processing and training, inference, 
analysis, and action (Fig. 4). First, the model is trained through 
the ML pipeline in the core cloud. Second, the trained model 
is deployed to the container controller in the edge cloud, and 
an inference container is created to analyze voice data 
transmitted from the application. Third, the edge container 
preprocesses data and infers and analyzes deep voice through 
deployed models. The data used for inference is stored in the 
data storage of the core cloud, and the deep voice analysis 
results are provided to users through notifications through the 
application. Additionally, the core cloud performs continuous 
training using data stored in the data storage. Continuous 
training on various types of data can help detect new types of 
deep voices. 

 

D. Deep voice detection data analysis and model training 
A total of 21 hours of voice dataset was segmented into 

real and fake voices and applied to a deep voice detection 
model. AIHub emotion classification Korean speech [15] and 
LJSpeech [16] data used as actual speech.  

The fake speech dataset includes WaveFake [17] and the 
deep voice dataset was generated by the Bark model, which is 
the text-to-audio model based on the transformer. Bark can 
produce voices in multiple languages, including Korean, 
supporting pre-trained voice presets for generating deep 
voices with varied speakers. It also generates paralinguistic 

Fig. 3. Procedural architecture for providing AI services to applications. 
 

Fig. 4. The dataflow of the use case. 
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sounds like diverse emotional expressions, laughter, and 
sighs. This dataset was labeled and employed to train the deep 
voice detection model. 

The deep voice detection model was implemented based 
on the Wav2Vec2.0 model, which is mainly used in speech 
recognition and speech processing tasks [18].  The Wav2Vec 
model includes feature extraction module and encoder 
module. The feature extraction module is located in the user 
application to extract voice features, and the extracted data is 
transmitted to the edge cloud for inference by the encoder 
module. This separated design allows the utilization of 
privacy-enhanced information, applicable to both the core and 
edge cloud infrastructure. The deep voice detection model 
samples voices at 8000 Hz for both genuine and synthetic 
voices. Tokenization is applied to the sampled voices, 
followed by feature extraction through a CNN-based module. 
Recognizing that speech often contains non-essential 
information like noise, using all data might be 
computationally inefficient. To address this, a feature 
quantization layer in the model selects and masks crucial 
information from the extracted feature vectors. This masking 
involves learning against the transformer block output, 
creating a dictionary that denotes the importance of 
information. Ultimately, the trained quantization layer focuses 
on extracting key information from all features. The feature 
vector, processed in this manner, proceeds through a 
transformer-based encoding module and a classifier layer, 
determining whether it constitutes a deep voice or not. 

 

IV. EXPERIMENTAL EVALUATION 

A. Deep Voice Detection Model Performance 

Fig. 5. Deep voice detection model performance comparison. 
 

Our main goal is to apply a deep voice detection model 
that achieves high accuracy to the service. Fig. 5 shows the 
results of comparing the accuracy performance between 
standard models (VGG-16, XGBoost, SVM-LINEAR) and 
our proposed model. According to the results in Fig. 5, it can 
be observed that the deep voice detection model achieves the 
highest performance with an accuracy of 92% when trained 
with 50 epochs. 

  

 

B. MLOps 
a)  Hardware: The hardware specifications used in the 

core cloud and edge cloud for this experiment are as follows 
(Table 1). 

 

 
Table 1. Core cloud and edge cloud hardware spec.  

 

 Core cloud Edge cloud 

CPU 
Intel(R) Xeon(R) Gold 6140  

CPU @2.30GHz 

Intel Core Processor 

(Broadwell, IBRS)-1 core 

GPU Tesla V100-virtual - 

RAM 160GB 8GB 

DISK 1TB 200GB 

OS Ubuntu 18.04.6 Ubuntu 20.04 

 
b) Model training and deployment time in core-edge 

cloud environment: The total time taken to train and deploy a 
model using 302 voice data transmitted from the edge server 
is shown in Table 2. The voice data upload step refers to 
obtaining training data from the edge server via an API. Since 
the number of data is fixed at 302, Table 2 shows that all three 
attempts were processed in a similar time frame. The Data 
pre-processing step denotes the phase of labeling and 
preprocessing the data for training. Model training refers to 
the step of training the model, and in this experiment, the 
model is trained for 30 epochs. Model deploying denotes the 
step of deploying the model to the edge server. To deploy the 
model to all edge servers, it is dispatched in the form of a 
container image, with an average time of 22 seconds being 
observed. 

 
Table 2. The data preprocessing, model training, and deployment time 

measurement in a core-edge cloud environment. 
 

Experiment 

API 

download 

(s) 

Data pre-

processing 

(s) 

Model 

training 

(s) 

Model 

deploying 

(s) 

1 3.91 0.78 43.78 14.04 

2 3.98 0.77 28.28 16.01 

3 3.95 0.78 28.73 36.24 

Average 3.95 0.78 33.60 22.10 

C. Application 
Table 3 shows the communication time from the 

application (end device) to the socket container (edge server) 
and the AI inference time at the edge server. The voice data 
sent from the application to the socket container is transmitted 
in an average of 968 ms. Also, since the size of the voice data 
is fixed, there is relatively little variation in time. Conversely, 
the inference time for the deep voice detection model on the 
edge server varies between 320 ms and 1,717 ms depending 
on the voice input. The total service time for deep voice 
feedback is expected to be around 2 seconds on average. 
However, the edge server on which the experiment was 
conducted does not have a GPU (Graphics Processing Unit). 
Thus, if the inference is done on a server equipped with a 
GPU, the AI inference time could become more consistent and 
possibly faster. 
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Table 3. The communication time and the inference time. 

 

Experiment 

Application 
send 
Time  
(*) 

Socket 
container 

receive time 
(*) 

Time 
difference 

(ms) 

Inference 
time  
(ms) 

1 07:02:53:431 07:02:54:330 899 1,717 

2 07:02:54:480 07:02:55:414 934 320 

3 07:02:55:491 07:02:56:485 1,070 1,412 

Average - - 968 1,150 

* Hour : Minute: Second : Millisecond 

CONCLUSION 
In this study, we propose a new MLOps-based framework 

that can apply deep voice detection service with low latency 
called DevoX. The DevoX framework helps to prevent deep 
voice-related crimes through continuous model training and 
deployment for various types of crimes. We provide specific 
descriptions and analysis for each role to highlight their 
importance in the core-edge cloud architecture. We also 
provide specifics on the total time taken during the deep voice 
detection process, including communication of voice data 
results. The proposed method provides deep voice detection 
risk alerts to users with lower latency. In future work, we will 
study not only deep voice but also the overall voice phishing 
crime detection framework. 
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