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Abstract—Congestion control has been considered as a prin-
cipal technology for efficient end-to-end traffic transmission.
Previous studies on congestion control are mainly focused on
the control of the transmission rate or window size at the host.
However, such host-based congestion controls have difficulties on
short time-scale variable network conditions and increased host
complexity. To address this problem, network-based congestion
controls that utilize network information have been considered
which determine and control the congestion using the network
information. In this paper, we review the network-based conges-
tion control methods.

Index Terms—Congestion control, 5G network architecture,
Network-based control

I. INTRODUCTION

Currently, lots of applications use the Transmission Con-
trol Protocol (TCP) method as a transport layer protocol.
TCP supports congestion and flow controls, which aim for
efficient end-to-end traffic transmission. Congestion control
is a traditional research topic that is still receiving a lot of
attention for managing and controlling congestion where traffic
flow in the network exceeds the capacity of the network,
resulting in queueing delays or packet loss. Congestion control
methods are needed to prevent these issues because congestion
situations can directly affect the performance of services.
Based on the congestion control, hosts that perform end-to-end
traffic transmission can prevent excessive data transmission
and bandwidth occupancy.

Previous studies on congestion control are mainly focused
on the control of the transmission rate or window size at
the host (user terminal, server, etc.) in charge of end-to-end
transmission [1].

Recently, several studies have presented that such host-
based congestion controls have difficulties on short time-scale
variable network conditions such as micro-busts traffic and
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increased host complexity such as maintenance of software or
protocol stacks [2], [3].

To address this problem, network-based congestion controls
that utilize network information have been considered. In
addition, there have been recent works to introduce congestion
controls considering 5G network architecture. In this paper,
Chapter 2 presents congestion control methods utilizing net-
work information and Chapter 3 introduces congestion control
methods considering 5G network architecture.

II. CONGESTION CONTROL UTILIZING NETWORK
INFORMATION

Congestion control methods utilizing network informa-
tion can be divided into two approaches: 1) centralized ap-
proach [4]–[6] and 2) distributed (or hybrid) approach [2],
[3], [7].

Ruffy et al. [4] introduced an emulator that can apply
centralized and distributed reinforcement learning algorithms
in the data center network. In particular, the data center
network is expected to be able to determine the optimal
congestion control policy through information on these net-
work equipment because operators can fully control all hosts
and network equipment. Lei et al. [5] proposed a congestion
control method based on multi-task DRL (Deep Reinforcement
Learning) in the SDN architecture. Since the SDN architecture
was assumed, SDN controller can collect information on
the data plane, and the multi-task means congestion control
and load distribution. For performance analysis, simulations
were performed based on Mininet and Python RLib, and it
was confirmed that the round trip time (RTT) was reduced
compared to the existing method. Li et al. [6] presented a data-
driven traffic engineering structure. In this structure, network
state information can be obtained based on detailed granularity
by assuming INT (In-band Network Telemetry). In this study,
DRL was also used to solve the traffic engineering problem
and the control plane controls the network through a flow
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rule for optimal link utilization. For performance analysis,
bmv2 and customized Python controllers were used, and it
was confirmed that this study can reduce the max-utilization
of the network compared to conventional works.

Mai et al. [2] proposed an in-network control structure based
on a hybrid approach. In this study, a programmable data
plane is assumed where local measurements such as network
events are performed based on the telemetry probe. In addition,
learning is performed based on the information, and data plane
control is performed through P4 when the control method
is determined. Based on global knowledge, the centralized
management plane determines the coordination of data plane
switches and control methods to improve overall network
performance. The specific methodology used in this study is
presented in [7] where the load distribution problem is solved
by means of multi-agent factor-critical RL. Pan et al. [3]
introduced a distributed congestion control method based on
INT in a space information network composed of host, ground-
based station, and space-based networks such as satellites.
Each node in the network can collect congestion information
on all neighboring links through the probe. Then, it can
inform the ground-based station of feedback on congestion
information. In addition, the ground-based station can provide
the information to the host to reduce the sending rate, which
can guarantee a lower RTT than conventional end-to-end
congestion control methods. Mininet and bmv2 were used for
performance analysis and it was confirmed that this study can
have a lower queue depth than conventional methods.

III. CONGESTION CONTROL CONSIDERING 5G NETWORK
ARCHITECTURE

Congestion control studies considering the 5G network ar-
chitecture can be classified into 1) UPF (User Plane Function)-
relocation [8], [9], 2) determining TCP window size in 5G
cores [10], 3) API exposure [11], and 4) the feedback-based
approach [11]–[13].

First, studies that relocate UPF mainly handle the problem
of minimizing self-defined costs based on ILP (Integer Linear
Programming) or heuristic algorithms [8], [9]. For example,
in Pupo’s study [8], UPF deployment and relocation costs
considering the frequency of handover were used for overall
cost. Then, the problem of minimizing cost was formulated as
ILP. In addition, since the problem is NP-hard, it solves the
problem by means of a near-optimal rearrangement algorithm.

Kanakaraj et al. [10] introduced a study to determine the
TCP window size in 5G cores. In this method, SMF (Session
Management Function) monitors the load and traffic of UPF to
determine the maxRWND (receive window) of TCP based on
a ML model. In addition, if the current RWND is greater than
maxRWND by checking it in UPF, the corresponding RWND
is replaced by maxRWND and transmitted. Since the host sets
the corresponding maxRWND to the window size, congestion
can be prevented.

Huang et al. [11] suggested three methods for providing
congestion information. The first method is to detect conges-
tion in RAN, mark ECN (Explicit Congestion Notification) on

the IP layer, and send it to UE and UPF. The second method
is to detect congestion in the RAN, inform it to UPF, and
deliver it with ECN marking in UPF. The third method is to
extend the function of the current API to request the average
window size for a specific service flow from the application to
the 5G system, or to notify the application of the congestion
information or the supported transmission rate through the API
from the 5G system.

Wu et al. [12] determines whether to increase or decrease
the transmission rate based on the buffer status of the RLC
(Radio Link Control) layer. Then, UPF marks the information
in the packet header and transmits it to the host. Accordingly,
the host can prevent congestion by changing the transmission
rate. Similarly, in Keirkhah’s study [13], an agent in PDCP
(Packet Data Convergence Protocol) layer provides feedback
to hosts based on state information of the RLC and MAC
layers. This allows the host to change the transmission rate.

IV. CONCLUSION

This paper reviews studies that utilize network information
or perform congestion control directly at the networks. Then,
this paper introduces studies that suggest congestion control
methods considering 5G network architecture. Recently, a
number of studies have been published that use ML to perform
congestion control. In 5G or beyond 5G, it is expected that
NWDAF (Network Data Analysis Function) will be utilized to
determine or predict congestion information based on various
information of 5G systems.
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