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Abstract—In the rapidly advancing technological landscape,
smartphones have transformed photo and video capture, flooding
us with multimedia data. Managing and finding specific media
is a big challenge. This study proposed Glimpse, an AI-powered
platform that eases media management and retrieval. Glimpse
leverages cutting-edge AI technologies to analyze, extract, and
store meaningful features from images and videos, ultimately
enhancing the performance of the search engine. Specifically,
Glimpse includes the generation of embeddings from images,
enabling subsequent text-based queries to yield more accurate
and contextually relevant results. Furthermore, the system op-
timizes geolocation data for media, facilitating the swift and
accurate retrieval of content associated with specific locations or
events. We deploy Glimse with the image datasets collected by
our research groups. We then estimate the performance of the
proposed model in extracting and retrieving information from
images in these datasets. As a result, Glimpse excels at detecting
and categorizing images either understanding the query method
at all. This demonstrates that Glimse is efficient and intelligent
in organizing and retrieving photos and videos based on people.

Index Terms—Multi-modal, Content-based Retrieval, Multime-
dia Retrieval,

I. INTRODUCTION

The rapid advancement of technology has changed the way
we capture, share, and store our memories through photos and
videos. With the proliferation of smartphones and the need
to document our lives, we have found ourselves flooded with
multimedia data. This has led to a new set of challenges in me-
dia management and retrieval. As digital footprints increase, it
becomes essential to have efficient tools to navigate this vast
ocean of multimedia content. To meet this need, we introduce
Glimpse, an AI-powered system designed to revolutionize how
we manage and retrieve multimedia data. Glimpse combines
advanced AI technologies, vector database integration, and
content-based image retrieval (CBIR) to offer a comprehensive
and multimodal approach to media organization and access.

• Multimodal combination: Glimpse utilizes state-of-the-art
AI algorithms and deep learning models with BLIP to un-
derstand the query, analyze, extract, and store meaningful
features from images and videos, resulting in improved
search engine performance.

• Vector database integration: Glimpse’s AI system gener-
ates embeddings from images, allowing users to perform
text-based queries and obtain accurate, contextually rele-
vant results.
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• Map-based Queries by geolocation data: Glimpse effi-
ciently organizes and retrieves content based on specific
locations or events, making it easier for users to find and
revisit their memories.

• Face detection : Glimpse’s AI technology can detect and
categorize faces within albums, providing a versatile tool
for organizing and retrieving photos and videos based on
individuals.

• Intuitive and intelligent media management: Glimpse’s
AI-powered system simplifies the complex process of me-
dia management and retrieval, offering a glimpse into the
future of efficient and context-aware media organization.

In an age of exponential growth in multimedia data, Glimpse
emerges as a pioneering solution to simplify the intricate
process of media management and retrieval. By harnessing
the full potential of AI, Glimpse provides an intuitive and
intelligent means to navigate vast collections of photos and
videos, offering a glimpse into the future of efficient and
context-aware media organization.

The remainder structure of the manuscript is as follows.
In Section II, we provide the related work that describes
the studies relevant to image processing, focusing on re-
trieval and query search techniques. Section III provides a
system overview and user interface. Section IV covers the
methodologies underlying the transformative capabilities of
Glimpse, including Named entity recognition (NER), Vision-
language Pre-training, and Face recognition, as well as how
Glimpse integrates vector databases and optimizes map-based
queries. Finally, Section V showcases the dataset, evaluation
metrics, setting, real-world applications of Glimpse, and how
it revolutionizes multimedia data management.

II. RELATED WORK

The Glimpse online platform, introduced in this study,
aims to provide a transformative solution for image collection
management with a vector database. To contextualize Glimpse
and understand its place in the field of multimedia retrieval,
we delve into the related work in this domain, covering key
milestones and recent developments.

The QBIC (Query by Image and Video Content) system,
presented in the seminal work by Flickner et al. in 1995,
marked a significant advancement in multimedia retrieval [1].
QBIC was one of the early attempts to allow users to search for
images and videos using visual content as queries. It employed
techniques for color, texture, and shape analysis to index and
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retrieve multimedia data. [2] introduces the vitrivr system
and explores multimodal approaches to multimedia retrieval.
This system combines visual, audio, and textual information
to improve the retrieval of multimedia content. Explore the
advancements made in vitrivr can offer valuable insights and
methodologies that can be applied to Glimpse. In the paper
presented at ICCV 2021 [3], Changpinyo et al. explored the
use of multimodal queries for image retrieval. This work is
particularly relevant to Glimpse, as it highlights the growing
importance of multimodal approaches that combine textual and
visual information to enhance image retrieval. In this research,
the authors proposed a novel framework for querying images
by providing both textual descriptions and a reference image,
improving the precision of retrieval results. This approach
aligns with Glimpse’s multimodal capabilities and reflects the
ongoing effort to make image and video retrieval more user-
friendly and effective.

In “Myscéal”, an experimental interactive lifelog retrieval
system presented at the Lifelog Search Challenge (LSC’2020),
the authors introduced a lifelog retrieval system that helps
users explore their personal lifelogs [4]. This work empha-
sizes the importance of user interactivity and engagement in
multimedia retrieval. Similarly, “Memento” was introduced
as a prototype lifelog search engine presented at LSC’21,
which extends the concept of lifelog retrieval [5]. This system
addresses the challenge of managing and retrieving mul-
timedia content from personal lifelogs. Besides, Memento
also emphasizes the need for efficient indexing and retrieval
mechanisms. It underscores the importance of keeping up with
the growing volume of multimedia data generated by users
and the need for innovative lifelog management solutions.
In [6] presented “LifeInsight” is an interactive lifelog retrieval
system. It focuses on providing spatial insights and query as-
sistance to users in managing and retrieving multimedia lifelog
data. This research emphasizes the importance of considering
the spatial aspect of multimedia content, which aligns with
Glimpse’s vector database and its ability to manage images
based on spatial relationships. The study in [7] introduced
”lifeXplore,” a lifelog retrieval system that participated in
the challenge. This challenge allowed different systems to
compete and showcase their capabilities in retrieving personal
lifelogs. While Glimpse is primarily designed for transforming
image collections, exploring the lifelog retrieval landscape
and the systems that participate in such challenges can offer
valuable insights into improving the retrieval and management
of multimedia collections.

In summary, Glimpse, with its emphasis on transforming
image collections using a vector database and its multimodal
capabilities, draws inspiration from and builds upon these key
milestones and developments to offer an innovative solution
for image collection management.

III. OVERVIEW OF GLIMPSE

A. System Overview

Figure 1 provides a visual representation of the system’s
operation. This system takes a user’s text query, which can

Fig. 1. The architecture of online platform Glimpse

include information like a person’s name, time, and location.
Upon receiving the query, Glimpse dissects it into two key
components: the query’s semantic content and additional at-
tributes for future filtering, such as time, location, and human
names. Each image in the photo albums is embedded and
stored within the Qdrant vector database, with its metadata also
saved in the payload of the vector point to enable subsequent
filtering. Furthermore, Glimpse employs Face detection and
recognition modules, which store individual identities in a
separate vector database. The semantic aspect of the query
undergoes text encoding and is then fed into the Qdrant
Database for similarity searches and ranking, complemented
by geolocation, human name, and time filtering. The system
then returns the refined results to the user.

B. User Interface

Fig. 2. Screenshot of user interface of Glimpse online Platform

Displayed in Figure 2 is the overview user interface of our
Glimpse system. The front end of our system was constructed
utilizing Next.js1, a versatile React framework that provides a
toolkit for crafting high-performance web applications. Posi-
tioned on the left-hand side of the user interface is a sidebar
housing navigation elements, facilitating user exploration of

1https://nextjs.org
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photos based on timelines, search results, facial recognition,
and advanced settings. The central-bottom area is dedicated
to user input, allowing them to enter their queries. The search
results are subsequently presented in the results tab for user
perusal.

IV. METHODOLOGY

A. Named entity recognition (NER)

In information extraction, named entity recognition—also
known as entity chunking or extraction is a widely used tech-
nique for identifying and segmenting named entities as well
as classifying or categorizing them under different specified
classifications such as organizations, persons, dates, and so
on [8]. Table I lists some commonly used types of Named
Entities.

TABLE I
TYPICAL CATEGORIES OF NAMED ENTITIES IN COMMON USAGE [9]

NE categories Examples

ORGANIZATION Google, Microsoft
PERSON Elon Musk, Cristiano Ronaldo
LOCATION Ho Chi Minh City, Da Nang City
DATE April, 2023-09-30
GPE South East Asia, Midlothian

Recent advancements in Natural Language Processing
(NLP), particularly the introduction of pre-trained language
models like BERT (Bidirectional Encoder Representations
from Transformers), have revolutionized the field, pushing the
boundaries of NER performance. In the Glimpse system, we
explore the potential of fine-tuning BERT, a state-of-the-art
pre-trained language model, for Named Entity Recognition
tasks. BERT has demonstrated remarkable capabilities in cap-
turing contextual information from text [10], and achieving
state-of-the-art results in a variety of NLP activities has proven
to be incredibly effective when fine-tuning it for specific tasks.
By harnessing the power of BERT for NER, we aim to address
some inherent challenges in traditional NER systems, such as
handling rare entities, coping with context-dependent entity
recognition, and achieving high accuracy on complex and
diverse textual data.

B. Semantic Search

Within our system, we implement Bootstrapping Language-
Image Pre-training (BLIP) technique. This pioneering frame-
work falls under the Vision-Language Pre-training (VLP)
category and is noted for its advanced proficiency in both
comprehending and generating tasks that intertwine vision and
language, as demonstrated by its leading performance in the
zero-shot image-text retrieval task using the Flickr30k dataset.
[11].

The method for semantic searching within BLIP mirrors
the modus operandi of the Contrastive Language-Image Pre-
training (CLIP) model. The fundamental principle driving both
frameworks is to ensure that images and text queries ”speak the

same language” by transforming them into corresponding vec-
tors within a singular vector space [12]. This conversion allows
for the comparison of similarities by translating the images’
contextual data — which binds visual and linguistic elements
and the text queries — which incorporate the relationship of
essential terms—into vectors of the same scale. Subsequently,
Qdrant 2, a vector database optimized for similarity search,
performs the similarity computation, delivering a ranked list of
images that are most relevant to a given query description. To
achieve this, cosine similarity is utilized as the distance metric
for comparing embeddings in the vector space as equation 1.

cos sim(A,B) =
A ·B

||A|| ∗ ||B||
=

∑n
i AiBi√∑n

i A
2
i

√∑n
i B

2
i

(1)

It is important to note that our system normalizes the embed-
dings before storing them in the database and configures the
database to employ the Dot product operation as shown in
equation 2. This configuration ensures the use of cosine simi-
larity with Dot product, a highly efficient operation, thanks to
Single Instruction, Multiple Data (SIMD) technology, further
enhancing the system’s performance.

dot product(A,B) = A ·B =

n−1∑
i=0

AiBi (2)

Where:
• A is 1st non-zero vector
• B is 2nd non-zero vector
• n is dimension of the vector space
• ai is component of vector A
• bi is component of vector B

C. Face recognition
Face recognition is a machine technology that uses human

facial features to determine a person’s identity. This technol-
ogy has developed rapidly in recent years and is increasingly
widely used in many sectors. Facial recognition has been
researched since the 1960s. Early facial recognition methods
relied on geometric features, such as the distance between the
eyes, nose, and mouth.

With Glimpse, we use two popular and very powerful
algorithms Multi-task Cascaded Convolutional Neural Net-
works (MTCNN) for detected faces and FaceNet for Face
Embeddings. MTCNN is a face detection model developed by
Zhang et al. (2016), It’s a machine learning-based model that
can detect faces in photos and videos with high accuracy [13].
MTCNN uses a simple neural network to detect regions likely
to contain faces in the image, next it uses a more complex
neuron network to refine the position of the previous faces.
Finally, MTCNN uses a neural network to reformat faces into
a certain size and ratio [13].

In Facenet, face embedding has generated by a Convolu-
tional Neural Networksk (CNN). CNN in Facenet learn how
to extract features of faces [14]. This features use for create a
vector with 512 dimensions 3.

2https://qdrant.tech
3https://pypi.org/facenet
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D. Geo-location filtering with density-based clustering algo-
rithm

At Glimpse, our approach involves employing machine
learning cluster algorithms to organize and visually represent
image locations on a map based on their respective longitude
and latitude coordinates. Following extensive research into
geospatial data handling, we have determined that the Density-
Based Spatial Clustering of Applications with Noise (DB-
SCAN) algorithm is the most suitable option for our needs.
[15]

DBSCAN is classified as a density-based clustering algo-
rithm, which means it groups data points together based on
the density of neighboring data points [16]. This characteristic
makes it an ideal choice for clustering geo-location data, as
it can effectively identify clusters of points that are situated
closely in space, regardless of their size or shape variations.
Furthermore, DBSCAN exhibits a notable resilience to noisy
data, as it can effectively filter out outliers that do not belong
to any dense cluster [16]. Figure 3 provides an illustration of
how DBSCAN clusters data points.

Fig. 3. An example of DBSCAN in action

V. EXPERIMENTS

A. Dataset

Our photo albums dataset was assembled through a crowd-
sourcing effort, aimed at curating a diverse collection of
images. In total, the dataset comprises 700 images, each of
which is accompanied by essential metadata. Notably, this
metadata includes geospatial information in the form of a
two-dimensional vector, consisting of longitude and latitude
coordinates. The majority of the images within our dataset
were captured using smartphone devices, reflecting the ubiq-
uitous nature of these devices in modern photography. This
prevalence underscores the relevance of our dataset in the
context of contemporary image analysis and computational
photography.

In Figure 4(a), we present a statistical analysis of the image
resolution and aspect ratios of all the photos within our dataset.
This analysis reveals insights into the distribution of image
sizes, which can be instrumental in various image-processing
tasks. Notably, we encountered two “outlier” images within

(a) Dataset image size statistic

(b) Map visualization

Fig. 4. The details describe of collected image dataset

our dataset, characterized by huge file sizes. These images
were captured using the super-resolution mode available on
select Android smartphones. The presence of such outliers
exemplifies the diversity in the image capture process and pro-
vides an interesting avenue for further analysis and research.

Figure 4(b) illustrates the geographical distribution of the
collected data points within our dataset. It is evident that the
dataset is primarily distributed across the region of Vietnam.
The geospatial aspect of our dataset is not only valuable for
location-based analysis but also adds an interesting dimension
for understanding the cultural and environmental context in
which these images were captured.

B. Experiments settings

To have a better look at the data’s apportion and search the
images or videos belonging to a certain location, we cluster the
geolocation data using the DBSCAN algorithm, which requires
two parameters: Min Points (MinPts) and Epsilon (Eps). We
set MinPts to 4 for 2D data and determine Eps using the
Elbow method [15] [17], which gives us a value of 0.15 for
our dataset.

Once we have found the values for MinPts and Eps, we
cluster the data and show the clustered data points in Figure
4. To display the map, we use the Geolocator library to
convert location names into coordinates. We then calculate the
haversine distance 3 between the location’s coordinate and the
centroids’ coordinate and return the points that belong to the
cluster of the nearest centroid. Haversine distance formula:

(d) = 2r · arcsin
(√

sin2
(
∆lat
2

)
+ cos(lat1) · cos(lat2) · sin2

(
∆lon
2

))
(3)
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where:
• d - The Haversine distance between two points (in

kilometers, miles, etc., depending on the radius used).
• r - The radius of the Earth (in kilometers, miles, etc.).
• ∆lat - The difference in latitude between the two points.
• ∆lon - The difference in longitude between the two

points.
• lat1, lat2 - The latitudes of the two points being compared.
Within our system, we have established two distinct Vector

databases: one for storing photo embeddings and another for
face embeddings, each characterized by dimensions of 256
and 512, respectively. As elaborated in Section IV, the vector
will be normalized for adding to the database and performing
dot product. This process is equivalent to cosine similarity but
more efficient.

In terms of similarity scoring, we have set a threshold of
0.35 for our dataset. This threshold serves as a benchmark
to determine the relevance of search results, ensuring that
only highly similar images are retrieved. Additionally, for
geospatial data, we have configured a filtering radius (r) of
50 kilometers, enabling users to refine their photo searches
based on location with precision.

To optimize the user experience, expedite webpage loading
times, reduce the server load, and minimize bandwidth con-
sumption, we have integrated imagekit.io 4 as a third-party
service for automatic image and video optimization and deliv-
ery. This strategic implementation not only enhances system
performance but also significantly improves the efficiency of
image and video delivery, thereby enhancing the overall user
experience.

C. Use Cases
This section provides several use cases in the Glimpse

platform, that demonstrate the completely useful and under-
standable for use even with general users, who don’t have any
experience with the platform.

• Scenario 1: “Group of friends sitting around a bonfire at
a campsite”.

Fig. 5. Group of friends sitting around a bonfire at a campsite

Within this scenario, the query lacks specific information
regarding time, location, or individual names. Conse-
quently, our system conducts a search solely based on

4https://imagekit.io

the semantic content of the query. The outcome of this
search is depicted in Figure 5, where results are generated
without the consideration of temporal, spatial, or personal
attributes.

• Scenario 2: “I’m taking photo with two dogs in Da Lat
city”.

(a)

(b)

Fig. 6. I’m taking photo with two dogs in Da Lat city

In this particular scenario, the query specifies the pres-
ence of two dogs and the location as Da Lat city.
However, it does not contain any details related to a
specific time or individual names. Consequently, our
system conducts a search that primarily relies on the
semantic content of the query and the location attribute. It
omits considerations of temporal information or personal
identities. The outcome of this search is visualized in
Figure 6, highlighting images depicting the user with two
dogs in the setting of Da Lat city, taking into account the
query’s provided context.

• Scenario 3: “Tuong and Tin had dinner together in Ho
Chi Minh City last month”
This scenario presents a query that distinctly features two
individuals, Tuong and Tin, along with the location, Ho
Chi Minh City, and a defined timeframe of ”last month”.
Our system’s search approach integrates the semantic
essence of the query with the parameters of time, location,
and individuals. The illustration of the Named Entity
Recognition process for this query is presented in Figure
7. The outcome of this multifaceted search is portrayed in
Figure 8, unveiling a collection of images that encapsulate
the shared dining experience of Tuong and Tin in Ho Chi
Minh City during the specified preceding month.
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Fig. 7. The named entity recognition processing in Glimpse

(a)

(b)

Fig. 8. Tuong and Tin had dinner together in Ho Chi Minh City last month

VI. CONCLUSION

In summary, Glimpse, our photo query-based search sys-
tem, represents an amalgamation of state-of-the-art techniques.
Leveraging NER (Named Entity Recognition), Face detec-
tion, and BLIP (Bootstrapping Language-Image Pre-training),
Glimpse excels in zero-shot image-text matching. Utilizing
a vector database for embedding storage, similarity score
calculation, and filtering mechanisms ensures the provision of
relevant and insightful search results within personal photo
albums. In addition, we have developed a user-friendly web
application interface, enabling users to swiftly and effortlessly
locate images that are not only relevant but also delivered with
expeditious ease.
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