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Abstract—The 4.0 industrial revolution, and recently the
digital transformation trend, have pushed organizations
and businesses to apply information technology in their
daily activities. Business owners, operators, and managers
are increasingly interested in exploiting information from
software data and social networks to increase the competi-
tiveness of their units. Collecting and analyzing comments
is a method that applies natural language processing (NLP)
techniques, combining machine learning, deep learning,
and big data to Provides truly valuable information.
This article analyzes comments on e-commerce websites,
applying the above techniques, thereby comparing and
evaluating the advantages and limitations of the methods.
From there, the problem can be expanded for many
different purposes, as long as it is related to the problem
of linguistic analysis to provide recommended information.

Index Terms—Natural Language Processing, Big Data,
Deep Learning, Text classification

I. INTRODUCTION

Although social networks or e-commerce channels
have shown the connection between customers and po-
tential customers, there are still many subjective com-
ments and assessments of reviewers, sometimes causing
confusion. Shoppers become confused by the amount of
multi-dimensional information to make decisions. On the
other hand, companies providing products and services
also want to collect these reviews to improve product
quality. What if the review data is too much, but the
information is chaotic, making that brand’s strategic
planners unable to make decisions. In this topic, with
the goal of building a miniature model of how to collect,
analyze and display comment classification results on
some e-commerce sites for certain brands based on
applications. big data processing technology. Within the
scope of the project, we choose the Tiki e-commerce
system, with the item being a laptop to carry out the
project. The research goal of this thesis is to build
a comment classification system on e-commerce sites
applying real-time big data processing technology. Steps
to build the system:

o Data collection: data is collected online through
connection to the e-commerce system.
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o Data preprocessing: checking, standardizing data,
removing less valuable information in the data.

« Building a classification model: using big data pro-
cessing techniques combined with natural language
processing to make appropriate judgments.

« Data display: classification results are displayed as
graphs, on the web platform.

o Update data: data is updated automatically when
the system is operated.

o Analyze and categorize: based on comment types
along with the number of comments so that stake-
holders, including customers and brand owners, can
take actions consistent with their strategies.

(11 [2]

II. METHODOLOGY

A. Prepare data for machine learning problems

In problems applying machine learning and deep
learning techniques, the contribution of data is extremely
large, determining the effectiveness of the model and
prediction results. However, creating a useful dataset
requires a lot of effort. If a problem is built from scratch,
without previously having a standard data set, building
this data set consumes up to 80% of the resources of
the entire problem. In general, building a dataset usually
goes through the following steps: Data Collection, Data
Cleansing, Data Transformation and Data Separation.

B. Overview of Big Data

Big data is a term that refers to large and complex data
sets that are difficult to process using traditional database
management tools. These data sets can be structured,
unstructured, or semi-structured. The challenge of this
data set is to track, monitor, store, search, share, trans-
form, analyze and abstract. Big data is applied in many
fields such as finance, healthcare, e-commerce, digital
marketing, retail, and many other fields. Software that
implements big data is present in our daily lives, such
as google search, facebook, youtube, tiktok, instagram,
ebanking, grab, tiki, agoda, airbnb, booking,... [3]
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C. Overview of NLP

Natural Language Processing (NLP) — natural lan-
guage processing, is a research branch of artificial
intelligence (Al), focusing on the interaction between
computers and natural human language, in the form of
sound or text. NLP is divided into two major branches,
including speech processing and text processing. These
two branches are also closely related and complemen-
tary, such as converting text into speech and vice versa.
Text processing is divided into two smaller branches,
text understanding and text generation. NLP applications
in practice are many, such as: automatic speech recog-
nition (ASR), speech synthesis (text to speech — TTS,
used in automatic text reading), information retrieval.
information retrieval (IR, in search engines), question
answering systems (QA), automatic text summariza-
tion (ATS), chatbots, machine translation (MT), testing
Check spelling errors automatically.

Table I
HYPERPARAMTERS OF MACHINE LEARNING MODELS
IN TEXT-BOX CLASSIFICATION APPROACH

Models Hyperparameters
Logistic Regression C: 100, penalty: 12
Multinomial Naive Bayes  alpha: 1.0

Support Vector Machine kernel: rbf, gamma: scale, C: 10

D. Overview of Deep Learning

Deep Learning (DL) is a sub-branch of Machine
Learning (ML), the birth of DL has promoted great
progress in the field of artificial intelligence (AI). While
machine learning is busy with labeled and unlabeled
learning problems, deep learning continues to move for-
ward by exploiting neural networks, which are descrip-
tions of human nerves, creating the Strong in various
artificial intelligence (AI) solutions such as computer
vision, natural language processing, intelligent video
analytics and many others . The development of deep
learning cannot lack the influence of convolutional neu-
ral network (CNN) and recurrent neural network (RNN).
Both machine learning and deep learning improve mod-
els through data, but the number of layers to train
deep learning models is very large, that’s why it is
called “deep learning”. Basic steps when solving a deep
learning problem:

E. Kafka & Spark

Apache Kafka is a real-time distributed data streaming
platform, capable of ingesting and processing trillions of
records per day without latency, despite extremely large
data volumes. Main components of Kafka: Producer,
Consumer, Consumer group, Broker, Cluster, Zookeeper,

< Pipeline: h
text, image train, test, - : —
alcator ;

Data Processing Stage Valdate X, I
I

I

i

I

i

if not end epoch

Train
Validate

] [Addlayers()] [Buildmodel{]] [ Fit model() ]

Create
sequential()

| Training Stage

Figure 1. Deep Learning pipeline.

Figure 3. Launched kafka successfully.

Topic, Partitions, Zookeeper. In this experiment, we
installed zookeeper and kafka on the laptop. [3]
Initially, to analyze and process big data, people
used Hadoop because of its parallel programming and
MapReduce architecture, flexible scalability, fault toler-
ance, and low cost. But the need for speed is a limitation
of Hadoop, because almost everything is calculated on
the hard drive. Apache Spark was born, overcoming that
drawback, increasing calculation speed by several dozen
to hundreds of times, and can be processed on RAM.
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III. DATASET

We use selenium software to connect to the API
of the tiki website, retrieve products in the selected
category, and for each product, we will get the number
of comment pages along with the rating. We conducted
experiments on 410 products, each product received 10
pages of comments, receiving a total of 4,554 comments.
And the second experiment was on 161 products, each
product took 20 pages of comments and got 4,240
comments. The raw data is then processed by removing
stop words, converting rating > 4 into label 1, and rating
< 3 into label 0. Continue applying word embedding
technique and split data into train and test sets, fed into
models to evaluate accuracy.

IV. EVALUATION

A. system design

Processing flow: ecommerce web, crawl data, put data
into file or Kafka, load data (Spark/Pandas), BigDL (DL-
lib)/Machine Learning/Deep Learning, Save in Mongo
DB & display on Dashboard. The problem of classifying

N Voo Yy A v

Figure 5. System architecture.

comments, basically according to the topic, is in the
form of a classification problem. For the purpose of
classifying comments as positive or negative, we can
use multiclassification or binary classification, but for
simplicity, in this topic we will use binarry classification.
The general model for binary classification is as follows.
If Big Data techniques are applied to this problem, there
will be a difference in the data collection and data
transmission stages (Kafka), as well as the processing
libraries applying Spark (BigDL) instead of Machine
Learning/Deep Learning.

B. Experiment and evaluate the algorithm

Applying different algorithms to the two datasets, the
results are compared through the table below. [4] [5]

The more comments on a product, the better results
the training model will give. In addition, there is no
difference between the algorithms through accuracy and
confusion matrix. Comments based on 1 product have an
imbalance, leading to an impact on the training model.
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Figure 6. Comment classification application model.
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Figure 7. Big Data application system design model.

Algorithm Accuracy in comments Avarage
Accuracy
[4554] [4240]
410 products, 10 161 products, 20
page/product page/product
Logistic Regression 0.77 0.82 0.795
Support Vector 0.77 0.82 0.795
Machine
Decision Tree 0.75 0.81 0.78
Random Forests 0.76 0.82 0.79
Naive Bayes 0.77 0.82 0.795
Figure 8. Accuracy according to comments.

V. CONCLUSION

A. Conclusion

With limited time and scale of the project, we just
stopped at experimentally applying Machine Learning,
Deep Learning, and Big Data algorithms to handle
the problem of classifying comments on e-commerce
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Figure 10. The results are distributed according to histogram based
on algorithms.

websites. For simplicity, and also to suit the current
business needs of businesses, try to reduce the actual
problem to the form of a binary classification problem.
Analyzing a system, be it an e-commerce site, social
network or a similar system, the data collection stage
depends entirely on that system, which may change over
time, depending on the system. The technology that
the system uses has different approaches. According to
business operations, comment analysis is just a factor
for reference, helping business planners or managers
and business owners have more perspectives to support
appropriate decision-making. Also note that this is only
a means to provide reference information, there is still
a need for a career in the analytical business to not
lead to misleading policy decisions. This topic can be
developed into an early warning system of brand risks
for businesses, based on understanding trends on the
internet and social networks in advance to prepare for
businesses in advance. However, connecting multiple
systems that need to be analyzed requires a professional
and meticulous operations team to be ready to fine-tune
and regularly check the analyzed data for general trends,
which is not easy. easy. In addition, the system needs
to be accessed quickly, data may have to be stored for
several periods to be analyzed at the same time, requiring
a certain level of hardware investment.

B. Future works

In the next steps, Although the problem of comment
analysis has been studied by many groups of authors
before, this thesis synthesizes different methods to han-
dle it, trying to improve accuracy, visualize data and

apply techniques. Big Data techniques aim to create a
new aspect in research. The method implemented in this
thesis can be fully applied to develop (1) a brand risk
prediction system, (2) a trend analysis system based on
multi-faceted user comments, (3) market trend collec-
tion and analysis system applicable to market research
companies or marketing departments. In addition, the
data collection method in the thesis can also be applied
to collect data for many other systems, especially the
stream data transmission method will be useful for string
problems or data processing.
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